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1 Introduction 

The configuration manual determines from the begin setup stage till the result of the whole 

process. The purpose of this project is to define a best performance model to achieve the 

objective and address the research question. There are several models generated and conducted 

to identify the result. This configuration manual includes an explanation of hardware and 

software properties and installation used, with an implementation of each step of the process 

which includes data preparation, model code generated and results.  

The structures of this configuration manual report are as follows: 

Chapter 2: Discover the environment specification and configuration 

Chapter 3: Explain the data preparation 

Chapter 4: Discover model implementation and steps of each output generated 

Chapter 5: Walk-through appendix 

2 Environment Specification and Configuration 

The environment specification and configuration deliver specifics of what systems are required 

to develop and implemented for this project, hardware and software are the key elements to 

implement this project. This chapter majority is to discover the integrated configuration 

environments that were used.  

 Hardware Configurations 

This section will discuss the details of hardware, figure 1 shows the machine used for the 

implementation of this project. Windows 10 systems running on a Lenovo laptop named 

LAPTOP-3HR9A551 with 64-bit operating system, 2.7GHz processor and 8GM RAM was 

used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1 Hardware Configuration 
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 Software Configurations 

This section will discuss the details of software implementation and installation.  

2.2.1 RStudio 

The RStudio was downloaded from here1.  

The RStudio used version 1.3.1056 to implement for this project shows in figure 2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 RStudio Version Used for Implementation 

The RStudio properties (Figure 3) shown it has been created on 10/04/2018 from the following 

computer name LAPTOP-3HR9A551. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

Figure 3 RStudio Properties 

 
1 https://rstudio.com/products/rstudio/download/ 

/ 

https://rstudio.com/products/rstudio/download/


3 
 

 

2.2.2 Tableau 

The Tableau was downloaded from here2. 

The version of Tableau Desktop professional edition 2020 was used for this project shown in 

figure 4. 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 

Figure 4 Tableau Version 

The Tableau was created on 22/10/2019, which is also installed on this computer name 

LAPTOP-3HR9A551 shown at left in Figure 5. But the error appeared when I tried to modify 

graphs it shown update request that the Tableau, therefore, the update version 2020 was 

installed for modification details as figure 5 right.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 Tableau Properties 
 

2 https://www.tableau.com/products/desktop/download?signin=academic 

https://www.tableau.com/products/desktop/download?signin=academic
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2.2.3 IMB SPSS Statistics 

IBM SPSS Statistics version 26 (Figure 6) was downloaded from here3.  

SPSS was used to implement Statistic model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 SPSS Statistics Version 

From the IBM SPSS statistics 26 properties (Figure 7) shown it was created on 02/10/2019, 

installed on my machine name PC LAPTOP-3HR9A551. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7 SPSS Statistics Properties 

 
3 https://itsupport.ncirl.ie/hc/en-ie/articles/360014035839-How-do-I-install-SPSS- 

https://itsupport.ncirl.ie/hc/en-ie/articles/360014035839-How-do-I-install-SPSS-


5 
 

 

3 Data Preparation 

Data was extracted from Kaggle and Data.World website, datasets have been already in csv 

format, there were five csv datasets used. Each one was cleaned, formatted and prepared into 

one final dataset. The original five datasets can be located from these links4.  

 Data Preparation used RStudio 

3.1.1 Package Install in RStudio 

All the below modelling (Table 1) functions used split data, training and testing. This was 

divided up into 70% training data and the remaining 30% for testing data. Both data were saved 

into csv files to be used on each model for reusability to save time, duplication and complexity.  

Table 1 RStudio Package Installed 

  

3.1.2 Data Clean and Encode 

 

 

 

 

 

 

 

 
 

 
 

 
 

Figure 8 Clean First Two Datasets 

There are five csv datasets were selected for this project, figure 8 shows the reading of first and 

second csv files, selecting 7 variables, converting both smoker and sex data values from 

numeric to factor value.  

 
4 https://www.kaggle.com/easonlai/sample-insurance-claim-prediction-dataset 

  https://www.kaggle.com/hiralpandhi/healthcaredataset?select=test_2v.csv 

  https://data.world/healthdatany/gaf8-ac33 

Name Model Package 

Data Preparation  library(dplyr) 

Multiple Linear Regression lm library(ggplot2) 

Random Forest randomForest library(randomForest) 

Naïve Bayes naiveBayes library(e1071) 

Logistic Regression glm N/A   No packet needs for model 

Support Vector Machine svm library(e1071) 

Decision Tree rpart 
library(party) 

library(rpart) 

K-Nearest Neighbour knn library(class) Used for the model 

Accuracy Check  library(caret) 

library(class)  

library(gmodels) 

https://www.kaggle.com/easonlai/sample-insurance-claim-prediction-dataset
https://www.kaggle.com/hiralpandhi/healthcaredataset?select=test_2v.csv
https://data.world/healthdatany/gaf8-ac33
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Figure 9 Merge First Two Datasets 

Figure 9 shows the merging of the first and second csv file into one dataset (mergeInsurance) 

after the merged has been completed the process loops through each mergeInsurance row and 

assign each region value to a descriptive value.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 10 Clean Other Two Datasets 

The above figure 10 reads third and fourth dataset, both datasets were select 4 variables and 

assign NA into empty value row to allow them to be removed. And anything else into smoker 

value. The selection was also done by age group which over or equal to18 and bmi group 

between 40 to 70.  

 

 

 

 

 

 

 

 
Figure 11 Merged Other Two Datasets 

The figure 11 shows the merging of the third and the fourth dataset into one dataset called 

mergeTestTrain, then modifies all the four column names to match to first two datasets, put 

these variables into mergeTestTrain data, and check any NA value.  
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Figure 12 Clean Fifth Dataset Then Merge Final Datasets 

This figure 12 reads the fifth csv file, and then select charges value between 40000 to 70000 

with unique value. Create two new columns region and children, then added 4 different regions 

and number of children (0-5) to its own variable to be added into MergeTestTrain dataset. All 

five datasets were added into master dataset called insuranceData.  

3.1.3 Presenting Data 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 13 Data Presentation of age and bmi Distribution 

Figure 13 shows the data presentation using boxplot generate age and bmi, showing the outlier 

of the data in red.  
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Figure 14 Data Presentation for age, bmi, charges Distribution 

The figure 14 presents data distribution from generated histogram, used age, bmi and charges 

variables shows the count and the number of values related each group.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15 Data Presentation children, sex, region, smoker 

The figure 15 using bar charts generate the data presentation, which demonstrating four aspect 

groups for children, sex, smoker and region distribution.  
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3.1.4 Split into Training and Testing Dataset 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 16 Split to Training and Testing Data 

The code in figure 16 shows the setting to data types to meet the model requirement and save 

the insuranceData file, the data is then split into 70% training and 30% testing and saved both 

datasets to be kept secure. Both train and test files are read and store in its own variable to be 

used in each model.   
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 Data Preparation uses SPSS 

The first step was imported csv file into SPSS software (Figure 17). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 17 SPSS Data Import 

The second step was encoded data used to transform and selected record into same variables 

(Figure 18). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 18 Data Encode 
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The third step below was modified sex variable into a numeric value (Figure 19). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 19 Change Variable sex to Number 

This step was same as previous step change variable smoker to a numeric value (Figure 20). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 20 Change Variable Smoker to Number 

Figure 21 below is shown the Encode result. 

 

 

 

 

 
 

Figure 21 Encode Description 
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After encoding two variables, final step changed string variable to a numeric value (Figure 22). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 22 Change Data Type from String to Numeric 

 Tableau Data Imported 

Figure 23 shows Tableau imported csv dataset for analyses and used visualisation for data 

presentation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 23 Tableau Imported Data 
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Figure 24 shows data were successfully imported into Tableau, then the change data type from 

string variable to a numeric variable, this is for analyses required.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 24 Dataset Preparation in Tableau 

4 Implementation and Result Generated Steps 

The implementation steps delivered into feature selection and machine learning model 

generation. There were 7 features selected and applied into 7 machine learning models in order 

to achieve the project objective. The features selected used RStudio generated Correlation 

Coefficient function and used SPSS generate a correlation table, both correlation result 

represent and evaluated the features was expected to conduct the implementation. After feature 

selection, there were several suitable libraries were installed in RStudio for generating the 

models,  machine learning models used Multiple Linear Regression, Random Forest 

(Regression and Classification), Support Vector Machine (Regression and Classification), 

Naïve Bayes, Decision Tree, Logistic Regression and K-Nearest Neighbor to implemented, the 

output of models implementation used for evaluated by R-square (Regression model generated) 

and accuracy(Classification model generated).  

 RStudio – Models Generated 

This project uses random report from code generated, the result of data might be varied as each 

time the output result from code generated was machine random selected value.  
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4.1.1 Multiple Linear Regression (Regression) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 25 Multiple Linear Regression Model 

Multiple Linear Regression model generated shows in figure 25, the result shows the R-square 

value and P-value, and the linear ggplot shows the model visualisation. 
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4.1.2 Random Forest (Regression)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 26 Random Forest Regression Model 

Figure 26 shows the Random Forest Regression Model, which used charge as dependent 

variable generated R-square value for comparison with other models. Source code for accuracy 

generated was from DataTechNotes (Website, 2018), and source code for plot chart was by 

RStudio-pubs-static (Website, n.d.). 
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4.1.3 Support Vector Machine (Regression) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 27 Support Vector Machine Regression Model 

Support Vector Machine Regression Model generated in figure 27, it is generated R-square 

result for comparison with other models. The source code for accuracy generated was from 

DataTechNotes (Website, 2018), the source code for plot generated was by DataTechNotes 

(Website, 2019). 
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4.1.4 Naïve Bayes (Classification)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 28 Naive Bayes Classification Model 

 

Figure 28 shows the Naïve Bayes model generated and result represented accuracy and P-value 

compared other models.  
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4.1.5 Decision Tree (Classification) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 29 Decision Tree Classification Model 

Figure 29 shows the Decision Tree model generation, which includes accuracy and P-value. 

Next figure 30 is the tree graphs represent the model visualisation.  
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Figure 30 Decision Tree Graph 

 

Decision Tree graph (Figure 30) shows smoker behaviour insurers paid higher health insurance 

premium than non-smoker behaviour insurers. 
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4.1.6 Logistic Regression (Classification) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 31 Logistic Regression Classification Model 

 

Figure 31 shows the Logistic Regression model generated used confusion matrix and summary 

to illustrate the model. The accuracy and P-value were used for compression result.  
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4.1.7 K-Nearest Neighbour (Classification) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 32 K-Nearest Neighbor Classification Model 

 

Figure 32 shows the K-Nearest Neighbour model generated using cross table to get accuracy 

for comparison. Source code was from a website (Choudhury, 2015). 



22 
 

 

4.1.8 Support Vector Machine (Classification) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 33 Support Vector Machine Classification Model 

 

Figure 33 shows the Support Vector Machine model generated used confusion matrix to get 

output from accuracy and P-value for comparison.  
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4.1.9 Random Forest (Classification) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 34 Random Forest Classification Model 
 

Figure 34 shows Random Forest model generation, it used confusion matrix generated accuracy 

and P-value for comparison.  
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 SPSS – Analysis & Models Generated 

4.2.1 Correlation Table Generated 

Click SPSS-Analyze-Correlate-Bivariate (Figure 35). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 35 Generated Correlation 

After the previous step, this step selected all variables into Pearson for correlation analyses 

(Figure 36). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 36 Select Variables 
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The correlation table generated show figure 37. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 37 Correlation Table 

4.2.2 ANOVE Model Generated 

SPSS-Analyze-Regression-Linear (Figure 38). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 38 ANOVA Generated 
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This step input all the variables in dependent and independent block (Figure 39). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 39 Select Variables 

ANOVA model generated with model summary (Figure 40). R-Square value and sig (P-value) 

are used to identify the model performance for this project.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 40 ANOVA Model 
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 Tableau Visualisation Generated 

Figure 41 selected variables in column and rows, this graph used Sex, Smoker and Charges 

variables demonstrate the female user charges more insurance premium than male user. Also 

smoker users paid higher health insurance premium than non-smoker users.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 41 Charge Distribution with Smoker, Sex 

The second visualisation (Figure 42) used Children and Charges variables to show how users 

with different amount children would impact health insurance charge.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 42 Charges Distribution with children 
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5 Appendix 

There are some appendix works tried through this project to achieve the research and sub-

research objectives. 

Neutral Network generated from RStudio and SPSS.  

 Neutral Network Generated Used SPSS 

Used SPSS to generate Neutral Network model (Figure 43) 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 43 Neutral Network Model Generated 

Figure 44 shows the Neutral Network Information of the model. Which including the output 

layer with six dependent variables and 1 input layer.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 44 Network Information 
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Figure 45 was the Neutral Network model summary and overall result.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 45 Model Summary and Result 
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Figure 46 is Neutral Network visualisation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 46 Neutral Network Model Graph 
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 BMI value compared charge  

The figure 47 used the bmi value to compare the charges, the health insurance cost related to 

high bmi value from the visualization represented.  

 
 

Figure 47 bmi with Charges 

 Regions compared Charges 

Figure 48 shown the four regions health insurance charge distribution is quite consistent. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 48 Region Compared Charges 
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