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1 Introduction  
This document presents as follows: chapter 2. hardware specifications, chapter 3. software 

installations, chapter 4. programming for implementation of data collection, preparation and 

implementation, and chapter 5. result evaluations.  

 

2 Hardware Specification 
Figure 1 presents hardware Specifications. 

 
Figure 1: Hardware Specifications 

 

3 Software Information and Installation  
This section presents the common software and installation part of software which were used 

for implementation and result evaluation. The installation of R, RStudio and MySQL are 

presented in subsection 3.2 and 3.3. 

3.1 Common Software 

Microsoft Word was used for writing all documents. Microsoft Excel was used for data 

checking, handling data and creation of process flow diagram (Technical report Fig4). And 

Tableau used for creating the chart for presentation (Technical report Fig 20 & 21, and Fig 181 

to 184). 
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3.2 R, R studio and Packages 

R version 3.5.1 software: 

Figure 2 presents the download site of R version 3.5.1.  

 
Figure 2: R version 3.5.1 download site 

     

Figure 3 presents the language settings. English is selected. 

 
Figure 3: R 3.5.1 Installation language settings 

 

Figure 4 to 7 present from starting installation until complete. 

 

 
 

Figure 4: Stat Installation and set installation path 
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Figure 6: Set Start Menu Name and Select additional tasks 

 

 
Figure 7: Start Installation and Complete 

 

  

Figure 5: Select component and set default option 
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RStudio: 

Figure 8 and 9 present download sites of RStudio version 1.3.959. 
 

 
Figure 8: RStudio Download site 

 

 
Figure 9: Version 1.3.959 Download site 

Figure 10 to 13 present installation of RStudio. 

Figure 10: RStudio Start Downloading and Set Installation Path 
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Figure 11: Set Menu Name and Start Installation 
 

 
Figure 12: Installation Complete 

 

 
Figure 13: Check the version of RStudio 

 
 

R Packages: 

Table 1 presents name of R packages, function names and usage. The package is downloaded 

when the necessary function is used, and it is used by calling it in the program. 
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Table 1: Package used in R 

Package name Function Usage 

tabulizer extract tables Scrape pdf data from site 

dplyr rbind_all Bind row data  

 aggregate Obtain average 

xml2 read_html Read html 

rvest html_nodes Read html node 

stringr str_subset Read subset in html 

69+.table transpose Transpose data frame 

mice mice Random Forest 

outliers rm.outlier Set median on the outliers 

stats shapiro.test Shapiro-Wilk Normality Test 

lm Fitting Linear Models 

step Choose a model by AIC in a Stepwise Algorithm 

 predict Model predictions 

GGally ggpairs generalized pairs plot – Correlation check 

caret createDataPartition Data splitting 

train Model prediction over different parameters 

confusionMatrix Create a confusion mat 

e1071  Used with caret package 

ggplot2  Graphics 

rlang  Used by ggplot2 

recipes  For design metrics 

base prop.table Express table entries as a percentage of peripheral entries 

sapply Missing data check 

kernlab  For Support Vector Machine 

randomForest  For Random Forest 

mboost  For Boosting 

klaR  For Naïve Bayes 

party  For Conditional Inference Tree 

pROC roc ROC curve visualisation 

 

3.3 MySQL 

Figure 14 presents MySQL Community Downloads site. 

 
Figure 14: MySQL download site 
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Figure 15 presents, installation start.  

 
Figure 15: Start Installation pop up 

 

Figure 16 presents Installer closure settings. 

 
Figure 16: Closure Settings 

 

From Figure 17 to 29 present all process of MySQL version 5.7 installation. 

 
Figure 17: Installation of MySQL 5.7 
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Figure 18: Installation of MySQL 5.7 

 
Figure 19: Installation of MySQL 5.7 

 

 
Figure 20: Installation of MySQL 5.7 
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Figure 21: Installation of MySQL 5.7 

 
Figure 22: Installation of MySQL 5.7 

 
Figure 23: Installation of MySQL 5.7 
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Figure 24: Installation of MySQL 5.7 

 
Figure 25: Installation of MySQL 5.7 

 

 
Figure 26: Installation of MySQL 5.7 
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Figure 27: Installation of MySQL 5.7 

 

 
Figure 28: Installation of MySQL 5.7 

 
Figure 29: Installation of MySQL 5.7 
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4 Programming Code 
This section presents programming code of data collection, data preparation, pre-processing, 

and implementation of all five datasets with R and MySQL. 

4.1 Data Collection for Data 1, Data 2, and Data 3 by R 

4.1.1 Data 1: GPI Score  

Data 1 was scraped from a PDF in the website. The image of PDF is presented in Figure 30. 

 

 
Figure 30: Image of source data of GPI Ranking 2019 

 

Figure 31 presents how to scrape the GPI score from the pdf in the site. 

 
Figure 31: Scrap GPI score data from the site 
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The difference of country name was checked against GPI country name in excel file (Technical 

report 4.2.1 Data 2). Figure 32 presents the adjustment of country names. (Original Source: 

Garrett Grolemund1) 

 
Figure 32: Update country names 

Figure 33 presents how to remove countries from GPI data which are not in the weather data 

site. (If the county does not exist in the search list, program recognize as an error and 

programming stops, therefore those countries are removed in advance for the automation and 

will be recovered when data 2 and data 3 are joining) 

 
Figure 33: Temporary removed countries 

  

 
 
1 https://rstudio-education.github.io/hopr/modify.html 

https://rstudio-education.github.io/hopr/modify.html
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4.1.2 Data 2: Global Warming Time-Series Weather information   

Figure 34 presents the site which has 10 factors and its parameter information in Table 2 below.  

 

 
Figure 34: Root site of the weather data 

 

Table 2: Parameter full name in Figure 34 

web Parameter name web Parameter name web Parameter name 

cld Cloud cover pre Precipitation vap Vapour Pressure 

dtr Diurnal Temperature Range tmn Minimum Temperature wet Rain Days 

frs Ground Frost Frequency tmp Mean Temperature   

pet Potential Evapotranspiration tmx Maximum Temperature   

 

 

Figure 35 presents a sample from cld at the top of the link in Figure 34 above. This site shows 

links of 289 countries. The dada of 163 countries which matches with GPI data need to be 

scrapped.  

 

 
Figure 35: Inside of the site of figure 34 above 
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Figure 36 presents a data sample country Afghanistan in Figure 35 above. ANN (annual 

average) is the target date to be collected.  

 

Figure 36: Inside of the site of Figure 35 above 

 
 

Figure 37 presents the programming how to create a link table for the automation and create 

download path. 

 

 
Figure 37: Programming Code of Creating link table 
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Figure 38 to Figure 43 present data scraping automation to obtain URL from 10 sites for 163 

countries in for loop. (Original Source: Arvid Kingl2, 2018) 

 

 
Figure 38: Scraping Automation 1 – to be continued to Automation 2 

 

Figure 39 presents how to pick country name from URL which are matching with GPI country, 

and create path which use temporary during the downloading, and clear the data before the next 

country information (this is avoiding data duplication) 

 

Figure 39: Scraping Automation 2 -- to be continued to Automation 3 

 
 
2 https://www.datacamp.com/community/tutorials/r-web-scraping-rvest 

https://www.datacamp.com/community/tutorials/r-web-scraping-rvest
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Figure 40 presents downloading data per URL.  

 

 
Figure 40: Scraping Automation 3 -- to be continued to Automation 4 

Figure 41 presents scraping country name and rest of data. The data was collected with flat 

shape therefore it was transformed to the original shape and jointed the country which are 

previously obtained. 

 

 
Figure 41: Scraping Automation 4 -- to be continued to Automation 5 

 

Figure 42 presents tidying the data sort by country and year and creating output file with factor 

name which are in contents name (top in Fig 37). All data was extracted for data checking. 

 

Figure 42: Scraping Automation 5 -- to be continued to Automation 6 
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Figure 43 presents creating final output. From the scraped data country name, Year and ANN 

(annual mean) were extracted and joined for 163 countries.  

 

Figure 43: Scraping Automation 6 -- Automation end here 

 

 

Figure 44 presents to set shorten the name for header. 

 

Figure 44: Set short name header 
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Figure 45 to 47 present how to obtain the oldest and the newest 10 years average of mean 

temperature and its increase rate. 

 
Figure 45: Obtaining the older and the newest 10 years mean temperature 

 

 
Figure 46: Calculating average of old and new mean temperature 
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Figure 47: Calculating the increase rate 

 

Figure 48 presents to get average data of all data set by country and joint the dataset from 

Figure 47 and complete preparation of data 2.  

 
Figure 48: Data 2 preparation is complete here 

4.1.3 Data 3: CO2 Emission data 

Figure 49 presents loading fossil CO2 data and select country name and CO2 emission data of 

1970 and 2017. 

Figure 49: Collection of CO2 Emission data 



21 
 

 

The difference of country name was checked against GPI country name in excel file (Technical 

report 4.2.1 Data 2). Figure 50 to 53 present correcting country name and dealing with missing 

data. 

 

 
Figure 50: Country name adjustment – part 1 

 

 
Figure 51: Country name adjustment – part 2 
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Figure 52: Country name adjustment – part 3 

 

At the section of add missing country in Figure 53, data for Montenegro was separated from 

Serbia and Montenegro, therefore the same data as Serbia. South Sudan use the same data as 

Sudan. 

 
Figure 53: Country name adjustment – part 4 and deal with missing data 

 

  



23 
 

 

By adjusting country name inf Fig 50 to 53, it turned out that some countries have a value of 

two or more. Based on this, Figure 54 presents adding each data country to fit in 163 countries, 

and it joined to the data prepared in data 2. 

 
Figure 54: Aggregate data by country and join to data 2 

Figure 55 presents removing unused factors. Rank was removed because it is not analytical 

data, and there is Mean Temperature therefore Minimum Temperature and Maximum 

Temperature were removed. 

 
Figure 55: Removing unused data 

Figure 56 presents dealing for missing data by random forest. (Origianl Source: NCI ADM 

Class Text ) 

 
Figure 56: Random Forest was conducted for missing data 
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Figure 57 presents the final data was sorted and extracted as Global Warming data. 

 
Figure 57: Global Warming final data compete 

4.2 Data Collection for Data 4 and Data 5 by MySQL 

The program was created in a text format. The tests were run in the MySQL shell, and final 

program was run by batch from the Windows command prompt console which is presented in 

figure 58.  

 

 
Figure 58: MySQL programming run by batch command 

4.2.1 Data 4: Natural Disasters information 

On the MySQL shell screen, the program code is hard to see, therefore it is displayed by Syntax 

Highlight3 site which are shown from Figure 59 to 73. 

 

Figure 59 presents how to create a table for natural disaster and load natural disasters data. 

 
Figure 59: Table creation in MySQL 

 

 

 
 
3 http://www.planetb.ca/syntax-highlight-word 
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Figure 60 presents preparation for country name comparison between GPI and weather 

information datasets.  

 
Figure 60: Create tables to compare country name 

Figure 61 presents exporting the files for double check in excel and pick adjusted name. 

 
Figure 61: Export for check 

Figure 62 to 65 present setting the adjusted country name were. 

Figure 62: Modifying country names part1 – to be continued 
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Figure 63: Modifying country names part2 – to be continued 

 

 
Figure 64: Modifying country names part3 – to be continued 
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Figure 65: Modifying country names part4 

 

Figure 66 presents the data of natural disasters is cleaned and exported for checking. 

 
Figure 66: Data of Natural Disasters is cleaned and exported 
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4.2.2 Data 5: Covid 19 information 

The key purpose in data 5 is to obtain country, total case, and total death (both per million 

people) and population on 08/06/2020 which as the latest information at the point of time. 

 

Figure 67 presents how to create Covid19 table and load the data set. 

 
Figure 67: Create table and load the data for Covid 19 

 

Figure 69 presents checking country names and missing country. 

 
Figure 68: Country name, missing country check 
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Figure 69 and 70 present adjusting the country name, remove countries if those are not in the 

GPI list and add dummy country record for known missing country from GPI list. 

 

 
Figure 69: Adjusting country name 

 
 

 
Figure 70: Adjusting country name and dealing missing data 
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Figure 71 obtaining count of death per million people and insert dummy record for missing 

country. 

 

 
Figure 71: Converting to per million and set dummy data for missing 

 
 

Figure 72 presents transposing data set by disaster type from data 4 and merge with Covid 

selected data which are number of new infected cases, number of death and death rate. (Original 

source: OMG Ponies4) 

 

 
Figure 72: Transpose data set 

 

  

 
 
4 https://stackoverflow.com/questions/3392956/sql-how-to-transpose 

https://stackoverflow.com/users/135152/omg-ponies
https://stackoverflow.com/questions/3392956/sql-how-to-transpose
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In Figure 73, as for the death rate calculation in Figure 72 above, its rate cannot have correct 

value when the denominator Covid new cases are 0 value. Therefore, when Covid new cases 

is 0, set 0 in death rate at the top of the programming in Figure 73. The total disaster number 

per country was counted and join with GPI score to the main data. Set the final headers and 

export as the final natural disasters data ND3_ALL.csv. This ends the program of MySQL.  

 

 
Figure 73: Finalize the MySQL programming and export Natural Disasters data 

 

To follow up the missing data, the operation was moved to R from MySQL. Figure 74 presents 

the preparation for running the random forest. 

 

Figure 74: Natural Disasters data was imported in R and preparing for missing data 
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Figure 75 presents conducting random forest to fill up the missing data. The mice function will 

predict and fill up if it found NA in dataset. And complete the data preparation for natural 

disasters. 

 

Figure 75: conducting random forest for missing data and complete data preparation 

 

 

4.3 Data Preparation Programming and Results by R 

Figure 76 presents the programming and the results of missing data check. It is confirmed that 

there is no missing data in both GW_ALL and ND_ALL data sets. (Original Source: NCI ADM 

Class Text) 

 

 
Figure 76: Missing data check 
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4.3.1 Programming and Results of Data Distribution Check By histogram 

Figure 77 presents programming of GW_ALL histogram. 13 graphs were created with blue. 

 

 
Figure 77: Histogram programming of GW_ALL 

 

Figure 78 presents the histogram of global warming factors. Cloud cover, diurnal temperature 

range, vapour pressure, rain days, temp difference 1910’s vs 2000’s and temp increase rate are 

showing good distribution in the shape. Ground forest frequency, precipitation, CO2 emissions 

in 1970, CO2 emissions in 2017 and CO2 increase rate 1970/2017 are positively skewed 

distribution. Potential evapotranspiration and mean temperature are negatively skewed 

distribution. Potential evapotranspiration, temp increase rate, CO2 emissions in 2017 and CO2 

increase rate 1970/2017 are showing positive kurtosis which are showing over 100 in y-axis 

scale. 

 

 
Figure 78: Histogram of Global Warming data sets 
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Figure 79 presents programming of ND_ALL histogram. 14 graphs were created with orange. 

 

Figure 79: Histogram programming of ND_ALL 

 

 

Figure 80 presents the histogram of natural disasters factors. All data sets are positively 

skewed. Apart from Covid death rate and total disaster, data sets are showing positive kurtosis 

which are showing over 100 in y-axis scale. The data distribution in this dataset does not seem 

very good. 

 

Figure 80: Histogram of Natural Disasters data sets 
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4.3.2 Outlier check 

Figure 81 presents Q-Q plot for outlier checking in global warming data set. 

 
Figure 81: Programming of Q-Q plot for Global Warming 

 

Figure 82 presents Q-Q plots of global warming data. cloud cover and diurnal temperature 

range, potential evapotranspiration, precipitation, and rain days are good fit in the line and no 

outliers. Ground forest frequency, mean temperature, vapour pressure are temp diff 1910’s vs 

2000’s are less good fit in the line as it can been seen the plots don’t keep straight line from the 

start to the end, otherwise there is no significant outlier. Temp increase rate, CO2 emissions in 

1970, CO2 emission in 2017 and Increase rate 1970/2017 are showing that the dots leave the 

line very far toward the end, and outlier can be found in each chart. 

 
Figure 82: Q-Q Plot of Global Warming data set 
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Figure 83 presents Q-Q plot for outlier checking in natural disasters data set. 

Figure 83 Programming of Q-Q plot for Natural Disasters 

 

Figure 84 presents Q-Q plot of natural disasters data set. Drought, earthquake, epidemic, 

extreme temp, flood, land slide, mass move, storm, volcanic and wildfire have similar shape 

and plots are almost following straight line up to 2 in x-axis, and each one has one or more 

significant outlier(s).  Covid case, Covid death, Covid death rate and total disaster have similar 

shape which the plots are following the straight line up to 1, and start increasing after 1 until 

toward end in x-axis, and those has one are more significant outlier(s).  

 

 
Figure 84: Q-Q Plot of Natural Disasters data set 
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Figure 85 presents the programming of replacing outlier with median for global warming data. 

 

Figure 85: Programming of outlier treatment for Global Warming data set 
 

 

Figure 86 presents the programming of replacing outlier with median for natural disaster data, 

 

Figure 86: Programming of outlier treatment for Natural Disaster data set 
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4.3.3 Normality Test 

Figure 87 presents programming of Shapiro-Wilk normality test for global warming data. 

 

 
Figure 87: Programming for Normality test of Global Warming 
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Figure 88 presents programming of Shapiro-Wilk normality test for natural disasters data 
 

 
Figure 88: Programming for Normality test of Natural Disasters 

 

Figure 89 presents the results of Shapiro-Wilk normality test from global warming and natural 

disasters. None of them had a P value of 0.05 or more, and the data distribution status was not 

shown to be normal in both datasets. 

 

 
Figure 89: Result of Normality Test for Global Warming and Natural Disasters 
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4.3.4 Correlation check 

Figure 90 presents programming of correlation check. 

 
Figure 90: Program of correlation check for Global Warming and Natural Disasters 

 

 

In Figure 91, those with a correlation of 60% are indicate in blue and Cld_Cv, Gnd_Fr, 

Pot_Eva, Vap_prs, Rn_day were removed in case1. 

 
Figure 91: Pair matrix of Global Warming 
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In Figure 92, those with a correlation of 60% are indicate in blue and Epidemic, Flood, LandS, 

Storm, COV_D_Rate were removed for case1. 

 
Figure 92: Pair matrix of Natural Disasters 

4.3.5 Model selection by AIC 

Case 1: Figure 93 presents the programming of case 1. (Original Source: R Documentation5) 

 
Figure 93: Programming of Case 1 

 
 
5 https://stat.ethz.ch/R-manual/R-devel/library/stats/html/step.html 

https://stat.ethz.ch/R-manual/R-devel/library/stats/html/step.html
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Figure 94 shows the results of case 1 that R^2 is 0.3018, and Temp_day, Drought, wildfire and 

COV_CASE are effective at P-value < 0.05. 

 
Figure 94: Results of Case 1 

Regarding the result plot Figure 95, 99,103,115,121 and 125, there are four plots in each figure. 

This section explains how to interpret each plot.  

 

Residuals vs Fitted plot tells weather the residuals have a non-linear pattern. If dots are on 

these 0 lines, it means 0 residual, above this line means positive residuals and below are 

negative residuals. The red line shows the pattern of residual movement (Deo, 2016). The ideal 

plots would have a symmetrical pattern around the 0 line with no clear pattern in the data, no 

well-defined shape, no clear outliers, and no large residuals. The good indication is non-linear 

relationships. (Hagerman, 2017).  

 

Normal Q-Q plot checks if the distribution of residual is normal or not. It is considered as 

normally distributes when the dots follow to the line closely (Hagerman, 2017).  

 

Scale-Location plot shows the spread of points over the range of predicted values and 

simplifies homoscedasticity analysis, which is one of the regression assumptions. If the graph 

shows horizontal line, it is considered as data is homoscedastic and not horizontal it is 

considered as data is heteroscedastic (Deo, 2016; Kim, 2015). The ideal plots would be that the 

red line is almost horizontal and the plots spread around the red line shouldn’t be vary with the 

fitted values (ALEX, 2019).  

 

Residuals vs Leverage plot shows the cases that impact. Cook's distance is a good measure to 

consider in terms of how much the prediction score changes when an observation is excluded.  

Cook's distance is indicated by the red dotted lines in the graph, and the areas of interest are 

the top right and bottom right corners outside the dotted line and excluding points in that area   

can affect the model. (Kim, 2015; Deo, 2016). 
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Figure 95 presents plotted results of case 1. Residuals vs Fitted plot shows positive residuals 

are more than negative residuals, there is not characteristic pattern, relatively shapeless, plot 

134 might be considered as an outlier, overall, this can be considered as a good pattern. Normal 

Q-Q, up to 1 on the x-axis shows a good straight line but after that plot start leaving the line. 

The plot 134 might be a potential issue. Scale-Location plot tells slight horizontal line, plots 

are well spread around the line. Residuals vs Leverage shows that there are no dots outside of 

Cook’s distance. It might be considered that there is no influential case.  

 

 
Figure 95: Plotted results of Case 1 

Figure 96 presents the result of AIC = -271.6 and selected model by step function in R. 

 
Figure 96: Result model of Case 1 
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Case 2: Figure 97 presents the programming. 

 

Figure 97: Programming of Case 2 
 

Figure 98 shows the results of case 2 that R^2 is 0.365, and Cld_cv, Temp_day, Vap_prs, 

Drought, wildfire and COV_CASE are effective at P-value < 0.05. 

 

 
Figure 98: Result of Case 2 
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Figure 99 presents plotted results of case 2. The shape of the plots is very similar to case 1. 

Residuals vs Fitted plot shows positive residuals are more than negative residuals, no 

characteristic pattern, relatively shapeless, plot 134 might be an outlier, overall, this can be a 

good pattern. Normal Q-Q, up to 1 on the x-axis shows a good straight line but after that plot 

start leaving the line. The plot 134 might be a potential issue. Scale-Location plot tells slight 

horizontal line, plots are well spread around the line. Residuals vs Leverage shows that there 

are no dots outside of Cook’s distance. It might be considered that there is no influential case.  

 

Figure 99: Plotted results of Case 2 

 

Figure 100 presents the result of AIC = -285.37 and selected model by step function in R. 

 

 
Figure 100: Result model of Case 2 
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Case 3: Figure 101 presents the programming. 

 
Figure 101: Programming of Case 3 

 

 

Figure 102 presents the results of case 3 that R^2 is 0.3187, and Cld_cv, wildfire and 

COV_CASE are effective at P-value < 0.05. 

 
Figure 102: Result of Case 3 
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In Figure 103 Residuals vs Fitted plot shows positive residuals are more than negative 

residuals, no characteristic pattern, relatively shapeless, plot 134 might be an outlier, overall, 

this can be a good pattern. Normal Q-Q, up to 1 on the x-axis shows a good straight line but 

after that plot start leaving the line. The plot 134 might be a potential issue. Scale-Location plot 

tells slight horizontal line, plots are well spread around the line. Residuals vs Leverage shows 

that there is a dot outside of 1 Cook’s distance on the right but very close to the line. It might 

be considered that there is not significant influential case.  

 

 
Figure 103: Plotted results of Case 3 

 

Figure 104 presents the result of AIC=-285.37 and selected model by step function in R. 

 

 
Figure 104: Result model of Case 3 
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Case 4.1: Figure 105 presents the programming of case 4.1 natural logarithm transformation. 

 
Figure 105: Programming of Case 4.1 

 

Figure 106 presents calculation error of case 4.1. This is invalid and no further test.  

 
Figure 106: Result of Case 4.1 

 

Case 4.2: Figure 107 presents the programming of natural logarithm 10 transformation. 

 
Figure 107: Programming of Case 4.2 

Figure 108 presents calculation error of case 4.2. This is invalid and no further test.  

 
Figure 108: Result of Case 4.2 

 

Case 4.3: Figure 109 presents the programming of square root transformation. 

 
Figure 109: Programming of Case 4.3 

Figure 110 presents calculation error of case 4.3. This is invalid and no further test.  

 
Figure 110: Result of Case 4.3 

 

Case 4.4: Figure 111 presents the programming of 1/x transformation. 

Figure 111: Programming of Case 4.4 
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Figure 112 presents the part of appearance of infinity. This is invalid and no further test. 

 
Figure 112: Result of Case 4.4 

Case 4.5: Figure 113 presents the programming of case 4.5. 

 
Figure 113: Programming of Case 4.5 

 

Figure 114 shows the results of case 4.5 that R^2 is 0.1577, and Temp_day is effective at P-

value < 0.05. 

 
Figure 114: Result of Case 4.5 
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In Figure 115 Residuals vs Fitted plot shows positive residuals are more than negative 

residuals, there is a pattern as the plots are fitted near red line around 0 to 20 on x-axis and 

relatively linear, overall, this can be said as heteroskedasticity. Normal Q-Q, up to 1 on the x-

axis shows a good straight line but after that plot start leaving the line. The plot 134 might be 

a potential issue. Scale-Location plot tells the plots spreading up to 20 on x-axis, and the red 

line is diagonal. Residuals vs Leverage shows that there are three plots outside of Cook’s 

distance on the right middle and 5 plots on the right edge of red line. Those are appearing not 

on in the top and bottom of the right corner but there are quite a few plots. It can be considered 

that there might be some influential cases.  

 

 
Figure 115: Plotted results of Case 4.5 

 

Figure 116 presents the result of AIC= 677.26 and selected model by step function in R. 

 
Figure 116: Result model of Case 4.5 
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Case 4.6: Figure 117 presents the programming of case 4.6. 

 
Figure 117: Programming of Case 4.6 

Figure 118 presents the part of appearance of infinity. This is invalid and no further test. 

Figure 118: Result of Case 4.6 

 

Case 4.7: Figure 119 presents the programming of case 4.7. 

Figure 119 : Programming of Case 4.7 

 

Figure 120 shows the results of case 4.7 that R^2 is 0.1318, and Pot_Eva, Tp_diff and LandS 

are effective at P-value < 0.05. 

 
Figure 120: Result of Case 4.7 
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In Figure 121 Residuals vs Fitted plot shows negative residuals are more than positive 

residuals, there is a pattern as the plots are fitted near red line around 0.6 to 1.0 on x-axis and 

relatively linear, overall, this can be said as heteroskedasticity. Normal Q-Q shows the plots 

start to -1 is away from the line and from 1 to the end on the x-axis shows a good straight line. 

The plot 134 might be a potential issue. Scale-Location plot tells the plots gathering 0.5 to 1.0 

on x-axis, and the red line is diagonally going down toward 1.0. Residuals vs Leverage shows 

that a plot 95 is located outside of 0.5 Cook’s distance on the corner. It can be considered that 

95 might be some influential cases.  

 

 
Figure 121: Plotted results of Case 4.7 

 

Figure 122 presents the result of AIC = -394.38 and selected model by step function in R. 

 
Figure 122: Result model of Case 4.7 
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Case 4.8: Figure 123 presents the programming of case 4.8. 

Figure 123: Programming of Case 4.8 
 

Figure 124 shows the results of case 4.8 that R^2 is 0.3225, and Cld_cv, wildfire and 

COV_CASE are effective at P-value < 0.05. 

 

 
Figure 124: Result of Case 4.8 
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In Figure125 presents similar plots as Figure 105. Residuals vs Fitted plot shows positive 

residuals are more than negative residuals, no characteristic pattern, relatively shapeless, plot 

134 might be an outlier, overall, this can be a good pattern. Normal Q-Q, up to 1 on the x-axis 

shows a good straight line but after that plot start leaving the line. The plot 134 might be a 

potential issue. Scale-Location plot tells slight horizontal line, plots are well spread around the 

line. Residuals vs Leverage shows that there is a dot outside of Cook’s distance on the right 

but very close to the line. It might be considered that there is not significant influential case.  

 

 
Figure 125: Plotted results of Case 4.8 

 

Figure 126 presents the result of AIC and selected model by step function in R. 

 

 
Figure 126: Result model of Case 4.8 
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4.3.6 Data Validation 

Figure 127 to 140 present programming of linear regression and result plots for 28 explanatory 

variables. 

 

 
Figure 127: Programming of Linear Regression and result plot – part 1 

 

At the top of Figure 128 presents 27 graphs are set to appear on one screen. (Original Source: 

Celia Rowland6) 

 

Figure 128: Programming of Linear Regression and result plot – part 2 

 

 

 
 
6 https://kenanfellows.org/kfp-cp-sites/cp19/cp19/lesson-1-least-squares-linear-regression-r/index.html 

https://kenanfellows.org/kfp-cp-sites/cp19/cp19/lesson-1-least-squares-linear-regression-r/index.html
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Figure 129: Programming of Linear Regression and result plot – part 3 

 

Figure 130: Programming of Linear Regression and result plot – part 4 

 

Figure 131: Programming of Linear Regression and result plot – part 5 

 

Figure 132: Programming of Linear Regression and result plot – part 6 
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Figure 133: Programming of Linear Regression and result plot – part 7 

 

Figure 134: Programming of Linear Regression and result plot – part 8 

 

Figure 135: Programming of Linear Regression and result plot – part 9 

 

Figure 136: Programming of Linear Regression and result plot – part 10 



58 
 

 

Figure 137: Programming of Linear Regression and result plot – part 11 

 

Figure 138: Programming of Linear Regression and result plot – part 12 
 

Figure 139: Programming of Linear Regression and result plot – part 13 
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Figure 140: Programming of Linear Regression and result plot – part 14 

 
 

5 Result Evaluations 

5.1 Data Preparation for Run Models by R 

Figure 141 presents how to set response variable. 1 is set when GPI score is higher than the 

mean, and 0 is set when it is lower or equal to the mean. 

 

 
Figure 141: Set response variable 

 

Figure 142 presents the variables and data type selected. 

 

 
Figure 142: Test model data 
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Figure 143 presents the risk rank split 0 and 1, and percentage of 0 = 57.7% and 1 = 42.3%. 

 
Figure 143: Rank Split 

Figure 144 presents splitting model 70:30, and check percentage of split (Original Source:  

jasminecaur7). 

 

 
Figure 144: Split data Train and Test 

Figure 145 presents common setting for train function. 

 
Figure 145: Train function common settings 

5.2 Research of Confusion Matrix and AUC-ROC Curve 

Figure 146 presents a confusion matrix which is a table that summarises the results of 

classification and its formula for Sensitivity(TPR), Specificity (SPC), Precision (PPV), 

Negative Predictive Value (NPV) and Accuracy (Medicine, 2018).                                        

 

 

Figure 146: Confusion Matrix (SIRSAT, 2019) 

 
 
7 https://community.rstudio.com/t/createdatapartition/6780/3 

https://community.rstudio.com/t/createdatapartition/6780/3
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5.2.1 Sensitivity 

It is also called True Positive Rate (TPR) or Recall. It is the percentage that it does not be 

missed the problem. The higher the index, the better the model. 

5.2.2 Specificity 

It is also called SPC or True Negative Rate (TNR). It is an indicator that it does not suspected 

that there is no problem unnecessarily. The higher the index, the better the model. 

5.2.3 Precision 

It is also called Positive Predictive Value (PPV). It shows how many of the positive ones have 

problems. Or it can be said that it represents the credibility of the positive judgment. 

5.2.4 Accuracy 

This is the overall correct answer rate, regardless of the type of wrong answer and used to check 

the degree of learning in the middle of learning with machine learning. The formula divides 

the number of correct answers (true positive/true negative) by the total number. The higher 

numbers indicate better learning. 

5.2.5 AUC-ROC Curve  

AUC-ROC curve is well known evaluation metrics visualisation tool to measure the 

performance and check a classification problem. It shows the how much the model can 

distinguish between sensitivity and specificity. Figure 147 presents ROC curve. It shows 

sensitivity on y-axis and specificity on x-axis. AUC tells the area size of under the curve and it 

is considered as the excellent model of AUC is 0.9 to 1, 0.8 to 0.9 is very good, 0.7 to 0.8 is 

good, 0.6 to 0.7 is satisfactory, 0.5 to 0.6 is unsatisfactory and under 0.5 can be considered as 

failed (Narkhede, 2018). It shows that blue is satisfactory model, yellow is good model, and 

red, green, and black are very good model in this chart. 

 

 
 
 

Figure 147: AUC Curve (Chen, et al., 2019) 
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5.3 Programming of Result Output and Visualisation  

Figure 148 to 159 present programming of machine learning model (Original Source: Model 

Selection - Jason Brownlee89)  

 

Figure 148 presents the programming of generalized linear model, confusion matrix. 

 
Figure 148: Programming of GLM 

 

Figure 149 presents the programming of linear discriminant analysis and confusion matrix. 

 
Figure 149: Programming of LDA 

 

Figure 150 presents the programming of CART and confusion matrix. 

 
Figure 150: Programming of CART 

 

Figure 151 presents the programming of kNN and confusion matrix. 

 
Figure 151: Programming of kNN 

 

Figure 152 presents the programming of SVM linear and confusion matrix. 

 
Figure 152: Programming of SVM Linear 

 

 
 
8 https://machinelearningmastery.com/machine-learning-in-r-step-by-step/ 
9 https://machinelearningmastery.com/evaluate-machine-learning-algorithms-with-r/ 

https://machinelearningmastery.com/author/jasonb/
https://machinelearningmastery.com/machine-learning-in-r-step-by-step/
https://machinelearningmastery.com/evaluate-machine-learning-algorithms-with-r/
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Figure 153 presents the programming of SVM RBF and confusion matrix. 

 
Figure 153: Programming of SVM RBF 

 

Figure 154 presents the programming of random forest and confusion matrix. 

 
Figure 154: Programming of Random Forest 

Figure 155 presents the programming of Neural Network and confusion matrix. 

 
Figure 155: Programming of Neural Network 

Figure 156 presents the programming of Boosting and confusion matrix. 

 
Figure 156: Programming of Boosting 

Figure 157 presents the programming of Bagging and confusion matrix.  

 
Figure 157: Programming of Bagging 

 

Figure 158 presents the programming of Naïve Bayes and confusion matrix. 

 
Figure 158: Programming of Naïve Bayes 
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Figure 159 presents the programming of ctree and confusion matrix. 

 
Figure 159: Programming of ctree 

5.4 Programming of Result Summary 

Figure 160 to 165 present collecting data from each model to create comparison bar chart and 

line chart of accuracy, AUC, sensitivity, specificity, and precision.  

 

 
Figure 160: Collection of accuracy, AUC, sensitivity, specificity, and precision – part 1 

 

 
Figure 161: Collection of accuracy, AUC, sensitivity, specificity, and precision – part 2 
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Figure 162: Collection of accuracy, AUC, sensitivity, specificity, and precision – part 3 

 

 
Figure 163: Collection of accuracy, AUC, sensitivity, specificity, and precision – part 4 

 

 
Figure 164: Collection of accuracy, AUC, sensitivity, specificity, and precision – part 5 
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Figure 165: Collection of accuracy, AUC, sensitivity, specificity, and precision – part 6 

 

Figure 166 presents creating comparison bar chart of accuracy, AUC, sensitivity, specificity, 

and precision. 

Figure 166: Creating comparison bar chart 
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Figure 167 presents creating comparison line chart by ggplot. 

 

 
Figure 167: Creating comparison line chart 

 

Figure 168 presents the programming of result collection to CSV format 

 

 
Figure 168: Result export to csv file 
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Figure 169 to 174 presents programming of AUC-ROC Curve confidence interval zone 

(original source: ROC Curve - Joseph Rickert10) 

 

Figure 169: Programming of AUC-ROC Curve Part1 

 
 

 
Figure 170: Programming of AUC-ROC Curve Part2 

 

 
 
10 https://rviews.rstudio.com/2019/03/01/some-r-packages-for-roc-curves/ 

https://rviews.rstudio.com/2019/03/01/some-r-packages-for-roc-curves/
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Figure 171: Programming of AUC-ROC Curve Part3 

 

 
Figure 172: Programming of AUC-ROC Curve Part4 

 

 
Figure 173: Programming of AUC-ROC Curve Part5 
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Figure 174: Programming of AUC-ROC Curve Part6 

 
 

5.4.1 Comparison by AUC-ROC Curve graph 

Figure 175 and 176 present AUC-ROC Curve with confident interval zone of experiment 1 to 

12 (programming code are presented in Fig 169 to 174). Each graph presents specificity as x-

axis and sensitivity as y-axis, grey zone as AUC (area under curve), blue areas as 95% 

confidence interval zone and the value of AUC and confident interval are written in red. As 

GLM, LDA, CART, SVML, SVMR, boosting, Naïve Bayes and Ctree are over 70% accuracy 

it shows the shapes close to a square. It can be seen kNN and NNet are very unsatisfactory 

shapes. 

 

 

Figure 175: AUC-ROC Curve Part1 
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Figure 176: AUC-ROC Curve Part2 

 

6 Tableau Presentation 
This section presents the creation of Tableau dashboard and story board. Two csv files were 

provided for creating three bar charts and Sankey chart. 

6.1 Bar charts 

The detail of data collection is presented in the technical report 5.14.5. Those data were 

imported and created following three bar charts in three different work sheets in Tableau. 

Figure 177 presents proportion of high/low/misclassification in each machine learning model.  
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Figure 177: Stacked bar chart in Tableau 

 

Figure 178 presents the majority of high/low/misclassification by machine learning model. 

 

 

Figure 178: Bar chart in Tableau 
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Figure 179 presents comparison in each rank (high/low/misclassification) by 12 machine 

learning models. 
 

 

Figure 179: Bar chart in Tableau 

 

Figure 177 to 179 were set to individual dashboard. 

6.2 Sankey Chart 

From the data sheet created from 6.1, ranking of 1 to 13 are applied to high, low and 

misclassification. Table 3 presents the details of the rankings. 

 

Table 3: Ranking of high/low/misclassification 

Risk Rank High  Low Misclassification 

Previous Rank 1 1 13 

Ctree 2 13 6 

CART 3 9 7 

GLM 4 3 12 

RF 5 11 3 

Bagging 6 12 4 

LDA 7 4 9 

SVML 8 5 10 

SVMR 9 8 5 

Boosting 10 6 8 

NB 11 2 11 

kNN 12 10 1 

NN 13 7 2 
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Because Sankey chart uses sigmoid function, 49 points (-6 to 6 in 0.25 intervals) were provided 

for each observation on the data of Table3 to show the smooth curve in the chart. Figure 180 

presents the part of modified data for Sankey chart. This data has 63711 rows. The details of 

Sankey chart creation were referred the website guidance12.  

 

 

Figure 180: Part of data for Sankey chart 

 

Figure 181 presents the ranking relationship between high and low, and Figure 182 presents 

the ranking relationship between low and misclassification. Figure 183 presents a dashboard 

which merged Figure 181 and 182. 

 
 
11 637 = 13 * 49 
12 https://www.dataplusscience.com/RecreationinTableau2.html 
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Figure 181: Sankey chart part 1 

 
 

 

Figure 182: Sankey chart part 2 
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Figure 183: Sankey chart on the dashboard 

 

All four dashboard which are three bar charts and a Sankey chart, are set a story board in 

Tableau and uploaded to Tableau public sever13, so that all presentation can been seen in one 

place. Figure 184 presents the image from the Tableau public sever. 
 

 

Figure 184: Image from Tableau public server 

  

 
 
13 https://public.tableau.com/profile/wakako#!/vizhome/MasterProjectResultComparison/Story1?publish=yes 
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