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Configuration Manual

Aidan Browne
Student ID: 16140818

1 Introduction

The Configuration Manual describes the steps taken to successfully produce the results
achieved by the 6 models.

2 Hardware Specification

The research was carried out on a Lenovo T440 laptop with the following device and windows
operating system specification.

Device specifications

Device name DESKTOP-NH7BUBY

Processor ntel(R) Core(TM) i5-4300U CPU @ 1.90GHz 2.49
GHz

Installed RAM  8.00 GEB (7.69 GB usable)

Device ID 055B10A8-4220-4889-A257-FET1117CCE4B

Product ID 00331-20020-00000-AA903

System type b4-hit operating system, x64-based processor

Pen and touch  Touch support with 2 touch points

Figure 1: Laptop Specifications

Windows specifications

Edition Windows 10 Pro
Version 1903

Installed on 29/08,/2019

OS build 18362.959

Figure 2: Windows Specification



3 Software and Data Installation

To successfully implement the objectives of the project the following data, packages and
software were installed on the candidate’s laptop.

3.1 Data Selection

For the purpose of the research undertaken data was downloaded from the Yelp Open Data
website' to candidate’s local drive. The data is provided in Java Script Object Notation (JSON)
files and covers a subset of Yelp’s business, review and user data. The dataset is provided for
academic or non-commercial purposes and was updated on the 21% February 2020. Prior to
February 2020 the data was used as part of the Yelp Data Challenge with the 13" round
finishing on 31% December 2019. The challenge was an annual event for students with a top
prize of $5,000. Compressed the dataset contains over 4 gigabytes (GB) of data and over 9 GB
uncompressed. There were 5 JSON files contained in the file but for the research carried out
only the Business, Review and User were used. Each Business, Review and User had a unique
identifier which enables the files to be merged when creating the two datasets. The period the
data covered was between 20/01/2007 —31/01/2019. Numerical attributes such as review count
or review star rating can be used as features for machine learning algorithms. Non-numerical
attributes such as review text or list of friends were furthered processed to be able to be used
for the research. The business dataset contains features such as location, attributes and category
and covered 10 metropolitan areas. The review dataset contains review text, star rating and
votes received if a review is useful, funny and cool. The user dataset had attributes pertaining
to the user’s social network and all the user’s metadata. A description of the three JSON files
can be found in below table

Table 1: Yelp Open Dataset Description

Dataset Record Count Attribute Count \
Business 209,393 14
Review 8,021,222 9
User 1,968,703 22

The followings steps were taken to download the JSON files.

U https://www.yelp.com/dataset




1. Enter the highlighted information to agree to the Yelp Open Dataset license agreement
before downloading

4 Velp Dataset

< c @

© @ httpsi//www.yelpcom/dataset/download

WE% Dataset Dataset  Documentation

Download Yelp Dataset

Please fill out your information to downioad the dataset. We do not store this data nor wil we use this data to email you, we
need it to ensure you've read and have agreed fo the Dataset License

Piease sign by entering your initials

ave read and agree to the Dataset License

Download

Figure 3: Yelp Open Dataset License

3.2 Azure Databricks

Azure Databricks was chosen to create the two datasets as it offers distributing computing
provided by Databricks combined with Microsoft Azure’s cloud storage capabilities. This was
essential as the total size of the three JSON files used as part of research project totalled 9.6
gigabytes (GB). The largest of these was the Review (6.2GB) which could not be processed by
the candidate’s laptop. The following steps were followed to set up an Azure Databricks
account, create storage containers for the Business, Review and User JSON files and create an
Azure Key Vault to access the Azure Blob container from Databricks.

1. Set up an account with your college credentials via the Azure website?

Create your Azure free account today
Get started with 12 months of free services

What do | get?

P i

Figure 4: Azure Set UP

2 https://azure.microsoft.com/en-gb/free/




2. After you have created a free Student Account to unlock the necessary products to be
used in the project a Pay-As-You-Go (PAYG) subscriptions needs to be added to the
account from the offers page’.

Pay-as-you-go

Mo and billing can be found on our Pricing page:

Figure 5: Pay-As-You-Go Subscriptions (1 of 2)

Useful links

Figure 6: Pay-As-You-Go Subscriptions (2 of 2)

3. After the PAYG subscription has been added a Databricks resource needs to be added
to your subscription. From the main portal page click Azure Databricks

3 https://azure.microsoft.com/en-us/offers/ms-azr-0003p/
4




g alno e

Recent resources

resme

Last Viewed

Navigate

Tools

Useful links.

Azure mobile app

Figure 7: Databricks Set-up

4. Click Add

A Anure Databiicks - Microseft - X

« c @

° a

Azure Databricks »#

~ | [(Afilocations

s ~
Type T4

Figure 8: Databricks Set-up

5. Update below information creating new Resource Group, Workspace name, choosing
appropriate location and choosing Pricing Tier. When updated click Review + Create

* (<R~} O a azure.com,
T

Azure Databricks Service

resource groups like folders to organize and

Subscription *

Pe—— -
Instance Detaits

]

= ] =1

Next : Networking >

Figure 9: Databricks Set-up




6. If happy with details, click Create

€« [} 0 & portal azurecom;

Azure Databricks Service X
@ i et

‘Basis  Neworking Tigs | Review s Create

summary

Pkt T

Figure 10: Databricks Set-up

7. Iftheresource is created successfully you will be brought to below page. Click on Home
to return to main page.

€ <) 0 @n arasom " ' “~PH NDe e =
o

=]

. Microsoft.Databricks | Overview

& Dolete 1) Radap

@ Your deployment is complete

Deployment details

~ Nt steps

Figure 11: Databricks Set-up

8. Next a Storage Container resource, JSON files and Key Vault need to be added. Return
to Home page and click on Storage accounts



A Home - Micresaft Anure

= c @ O & nm azurecom

I = Microsoft Azure :

Azure services

+ & ® ©[=] @ o

Azure Allresowrces  Subscriptions HDInsight Rezource Starage virtusl App Services
Databricks clusters groups accounts machines

Recent resources

Name Type Last Viewod
® oa Azure Databricks Service
= Subseription
S Subsariptior

Figure 12: Storage Account Set-up

9. Click Add

PET——— - E

<« ¢ o 9 & cro: nts

= i P Searn ras % srvices, and docs - 0) @ X16140818@student.nci
= Microsoft Azure 2t = NATKINAL COULEGE OF IRELANK
Home
Storage accounts < X
National College cf Ireland

Manzge view () Refresh & Export oGSV *§ C 7 Feedback

(e (Sepanssian) (Rosmgmoanon X (o= y% (S addne

Showing 1 te 2 67 2 records, He grouping v | | List view ~

Figure 13: Storage Account Set-up

10. Update below information ensuring Subscription, Resource group and Location
matches the Databricks resource. When updated click Review + create

A Creste storage account - Micr. X

« C o 9 & azurecom/ g —
T
Create storage account x

Project details

Select the subscription to manage deployed resources and casts. Use resource groups ke folders 1o organize and manage
all your resources

Subscription *

Resource group *

Instance details

e default deployment m: esource Manager. which supports th
using the classic deployment madel instead. o classic dey 1t mode

Storage account name *

Logtion * v
Porformance

Account kind

Replication (7

Access tiar (detault)

Next : Networking »

Figure 14: Storage Account Set-up



11. Click Create

A Croste storage sccount - M X

<« [<BE~1 ® & azurecom, =

Create storage account

Figure 15: Storage Account Set-up

12. When deployment is complete click Go to Resource to add the JSON files to Azure
storage.

“«~P@ o hND®eE =

. Microsoft.StorageAccount-20200603130051 | Overview =
=1 & oakte Redeploy () Reest

& Your deployment is complete

81-6617-9900a21 08862 0

 Deployment details (D¢

A Next steps

Figure 16: JSON Files Upload



13. When in the Storage account click on Storage Explorer

DN @D

Figure 17: JSON Files Upload

1. Right click on Blob Containers to create the 3 Blobs to hold the Business,
Review and Users data

A datasetmse | Stenage Explerer X

€« C e portal azure.com, =trues@student @ N0 e e

e datasetmsc | Storage Explorer (preview) =

X
5 Query Add “ Selectall  [T5 Column Options 3. Toble Statistics [) Refresh
pr— ~ mowsy
o data
Access control M)
* ng
2 o d salv problems
& Daa
Event

Z Storage Explarer (preview)

Figure 18: JSON Files Upload

A datasetmse | Storage Explores

« c

I = Micosoft Azure

" providert/M @D e

= datasetmsc | Storage Explorer (preview)

Storage a

= Cuey Add

Select All T3 Column Options 3. Toble Statistics. Refresh
7 608 CONTAINERS S—
1 business o deta available in table
1 rview
Ay e

Figure 19: JSON Files Upload

14. Click on each container and then click upload




A datasetmsc Storage Explorer | X

« c 9 & azurecom;

= Microsoft Azure P Sgaret

£ datasetmsc | Storage Explorer (preview) »

x
Uplosd New Folder - Setect all Mer
&« - T Active blobe [defaul] [%] business 5

7 user

FILESHARES

» il quees
0 e

Za storage Explorer (preview)

Figure 20: JSON Files Upload

15. Select the corresponding JSON file for each container downloaded from the Yelp Open
Dataset website. Once the JSON files have been uploaded click on Access Keys

Upload blob - Microsoft Anure
¢ @ @ & hitps/partalazurecom

e @studentnarl. i L » " 59604986-4751 b2Bc-18443¢89909 resourcegroups/MscData/: fors Microse torageAc @ nNDe e

"
<

icros geAccount-20200603130051 | Overw P
=2 datasetmsc | Storage Explorer (preview) = 4 [« MSCResenrch Thesis » Data
org N fotd
Uploa Jew Folder =
ytand A = MSC Recearch T~ T -
™1 business

Tl ehectin

NAMES ACGSSTER  ACCESS THRIASTMODIWED  UASTMODIED  BOS| [ nc
N weallabiz . [) Dstaset_ Challenge_Dataset Agreement ~ Advanced
8 30 Objects g phote
Deskt ] eview
FILE SHARES B Desktop e
4 Documents 16
+ Il cueves i
= & Daownloads vser
Lo B Misie B Yelp Dataset_Challenge Round_13
Events & Pictures
24 Storage Explorer (preview) =i
Settings Poo -
File nome: | o] [AiFes
—

& Geo-rephcation

==

@ coRs

@ Cocfioeation

Figure 21: JSON Files Upload

16. Copy Storage account name and Key 1 to notepad or word. When complete return to
the homepage

P ——
« (i~ ] o a 2z @ 10 e

datasetmsc | Access keys

a0ty Seme GRS Ut T THDIONDAIN S NITy 1 ohaAA g G

DemRE DIt Aot O« M ALt b A5 SC ALKy * SN 1AL b S VN Y S DSOS RGN

Ty 1L ORI = EASDONNSAM + CONE ainGOws NeL

Figure 22: Key Vault and Secret (1 of 17)

17. Next an Azure Key Vault and a secret need to be created. On the homepage click on
Create Resource

10




« c @ 0 a I szurecom shor

Azure services

+ | ®

@4 NGO ®

Figure 23: Key Vault and Secret (2 of 17)

18. Search for Key Vault, select Key Vault resource and click create

Azure Marketplace Popular

Figure 25: Key Vault and Secret (4 of 17)

Microsoft Azure

Key Vault =

Key Vault: - <.
U Microsoft

Figure 26: Key Vault and Secret (5 of 17)

19. Enter the following information on the Create Key Vault page again ensuring Resource

group and Region are the same as storage account. When complete click Review +
create

11



Figure 27: Key Vault and Secret (6 of 17)

20. When validation has passed click Create

Basicc  Accesspolicy  Networking  Tags  Review » creste

Basics

Figure 28: Key Vault and Secret (7 of 17)

21. When the Key Vault has been created navigate to the overview page and click Secrets

12



>

& ¢ @ 0 & sLazure.com/*

® mscdatakey = X
led o th ey vault, Afe you e e veut, Ao CLL Gk

/ Name. ; National College of Ireland

Figure 29: Key Vault and Secret (8 of 17)

22. Click Generate/Import

A micdatakey | Secrets - Micro: X
« c o & hitpsy/portalazure.com/# @studentnard I "
Microsoft Azure D Search pessurce:

[ mscdatakey | Secrets

Type Status

Expiration Date

Figure 30: Key Vault and Secret (9 of 17)

23. Update below information. For Value paste Key 1 from Access Keys for Storage

account previously copied to notepad. At this point also save the Key name to notepad.
Finally click create

13




A Creste s secret - Moot Ao X

“ [}

D A

ecom »

Create a secret

upload options

Sat expiration date? [/
[.Wum Tt

o] [ s am l
1C +01:00) -+~ Current Time Zone v

enabled? (D No

Figure 31: Key Vault and Secret (10 of 17)

A macdatakey | Secrets - Micror X

24. After the secret has been created navigate to the properties of the Key Vault

« (<R3 @ & -0 hitps: azurecom /4G

= e g
Home > mscdatakey | Cuervie
[, mscdatakey | Secrets

Do tinD®

ceess poiicies

i) Networking

Figure 32: Key Vault and Secret (11 of 17)

25. Copy DNS Name & Resource ID to notepad and return to homepage when finished.

14



A mscdtakey | Properties - Mic: X

- cB

© Retresn

Name mscdatakey

Sku (Pricing tier) Standard

Aceess control (AM)
Location westeurope
& Tags
NS Name

& Diagnase and solve problems

Events (preview) Resource 1D | 1-41¢3-b2ic SMraseh. | B
Settings subscription 1D 53b04986-475 141 3-b2eC-18443CESST B

weys Subscription Name Pay-As-vou-Go 8|

Secrets

birectory 10 Gadbasel bF72-dees-Sb3t-arldbazsbese a

0 Cernificates

. Directory Name National College of ireland

Natworking Soft delete 5

Propertes Retemtion pericd (days)

L Less Burge protection Enable

B Export template

Figure 33: Key Vault and Secret (12 of 17)

26. On the homepage click on the previously created Databricks resource

A Home - Mrosaft Anure x

> O & hios//parislanrecemishoms o =@ e D e @

= Microsoft Azure SR T

= [ a) L
= 32
Swarage Subsariptions Help + support  Resource Al esources HDinsight
accounts arcups dusters
Recent resources
Name Typs

Storage account

Subsenptior

Subscrption amenth ago

Azure Databricks Sevice: amontn ago

Figure 34: Key Vault and Secret (13 of 17)

27. Click Launch Workspace

A Dstablsc - Micrasoft fzure -

= o @ e e et ! y i atafprovidersiMicr
2 Searen and ]
DataMsc = b
ore Databrices Service
2 e — P
D Stat; anaged Fesou zty
B Acivity log n e . 1R 1A
. Access cortrol AN West Turose Pricing Tier s
s oy As-Yeud-Go
on 1D ¢ 59b04986-4751-41c3-b28c-15443cB85909F
foinlicd Tage cra to add tag:
Virtual Network Pesrings -

Lodks

&
B Exort template

Monitoring

& Diag

Support + troubleshooting

B New support rquest

Figure 35: Key Vault and Secret (14 of 17)

28. When the workspace has opened copy the URL and open a new tab.

15



Common Tasks Receonts Documentation

Figure 36: Key Vault and Secret (15 of 17)

29. In the new tab paste the URL copied previously and add #secrets/createScope at the
end so that it is in the following format
https://<\location>.azuredatabricks.net/?0=<\orgID>#secrets/createScope

P e D@

HomePage / Create Secret Scope

Create Secret Scope Cancal

Azure Key Vault o

Figure 37: Key Vault and Secret (16 of 17)

30. Update the below information. DNS Name and Resource ID have been previously
copied to notepad. When all information has been entered click Create. Azure
Databricks has now been successfully configured.

@ a kD @ e

HomePage [ Create Secret Scope Froa tast ands in 12 days Upgrade 1o in Az

Create Secret Scope Cancel

Azure Key Vault ¢

Figure 38: Key Vault and Secret (17 of 17)
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3.3 Google

1. A Google account can be set up at Account Setup page*. By setting up the account the
user will have access to products such as Google Colaboratory (Colab), Google Drive
(Drive) and Gmail.

€« ¢ @ D a gaogle.com i Bowh W nfiowEntry=Sig o @ N E =

Google

Create your Google Account

First name
| Last name

| Username @gmail.com |

You can use letters, numbers & periods

Use my current email address instead

® =
|Passwom’ | | Confirm | @
Use B or more characters with a mix of letters, numbers & One account. All of Google
symbols working for you

Sl ihdtmad |m

English (United States) = Help Privacy Terms.

Figure 39: Google Account Set-up

3.4 Genesis Cloud

Genesis Cloud is a cloud Graphic Processing Unit (GPU) service that was required to run the
models as the candidate’s laptop had limited computational resources. An account can be set
up via the Genesis Cloud website’. Once the account is created a debit or visa card needs to
be added to be able to create virtual instance with the required GPU’s. After a credit card has
been added the user receives $50 free credit.

4

https://accounts.google.com/signup/v2/webcreateaccount?hl=en& flowName=GlifWebSignln
&flowEntry=SignUp

> https://www.genesiscloud.com/

17




' Genesis Cloud

Unlimited Pay less for GPUS
GPU Power

Genesis Cloud offers GPU cloud computing at

Figure 40: Genesis Cloud Account Set-up

3.5 Anaconda

Anaconda Individual is an open sourced Python distribution for machine learning that
includes applications such as JupyterLab and Spyder. Anaconda can be downloaded from the
Anaconda website®.

7 ANACONDA Products ~  Pricing Solutions Resources Blog Company

Editi

Your data science
toolkit

wi

2 @ e

Figure 41: Anaconda Download (1 of 3)

6 https://www.anaconda.com/products/individual

18



1. Scroll down the page and select python 3.7 64-bit Graphical Installer for Windows

) Indiadusl Edition | Anaconds X [ISH

¢ @ 9 a wivanaconda com)s

Windows &8 MacOs @ Linux &

64-Bit Graphical Installer (466 MB) 64-Bit Graphical Installer (442) 64-Bit (x86) Installer (522 MB)

32-Bit Graphical Installer (423 MB) 64-Bit Command Line Installer (430 MB) 64-Bit (Power8 and Powerd) Installer (276
MB)

64-Bit Graphical Installer (413 MB) 64-Bit Graphical Installer (637 MB)
64-Bit (x86) Installer (477 MB)

32-Bit Graphical Installer (356 MB) 64-Bit Command Line Installer (409 MB)

64-Bit (Power8 and Powerd) Installer (205

MB)

-

B ~@anDe ¢

Figure 42: Anaconda Download (2 of 3)

2. Run the file after download.

Haome Share View

v = | Downloads

™ # » ThisPC » Local Disk (C) » Users » MNew » Downloads
MName Drate modifi edJ Type
3 Ouick access
[ Desktop + ~ Today (1)

‘_ Downloads " 2 Anaconda3-2020.02-Windows-x86_64

136 Application

Size

477,450 KB

Figure 43: Anaconda Download (3 of 3)

3. After the file has opened click next

19




D Anaconda3 2020.02 (64-bit) Setup —

Welcome to Anaconda3 2020.02
(64-bit) Setup

Setup will guide you through the installation of Anaconda3
2020.02 (64-bit).

It is recommended that you dose all other applications
before starting Setup. This will make it possible to update
relevant system files without having to reboot your
computer.

Click Next to continue.

) ANACONDA.

(]
1

P Next> 3|  cancel

Figure 44: Anaconda Set-up (1 of 21)

4. Click I agree on the Licence Agreement

O Anaconda3 2020.02 (64-bit) Setup — x
License Agreement

'1,) ANACONDA. Please review the license terms before installing Anaconda3
2020.02 (64-bit).

Press Page Down to see the rest of the agreement.

Copyright 2015-2020, Anaconda, Inc.
All rights reserved under the 3-dause BSD License:
This End User License Agreement (the "Agreement”) is a legal agreement between you

and Anaconda, Inc. ("Anaconda®) and governs your use of Anaconda Individual Edition
(which was formerly known as Anaconda Distribution). v

If you accept the terms of the agreement, dick I Agree to continue. You must accept the
agreement to install Anaconda3 2020.02 (64-bit).

T e

Figure 45: Anaconda Set-up (2 of 21)

5. Click Just Me and click next

20




2 Anaconda3 2020.02 (64-bit) Setup —_ >

Select Installation Type

;t‘) ANACONDA. Please select the type of installation you would like to perform for
Anaconda3 2020.02 (64-bit).

Install for:

(® Just Me (recommended)i

() All Users (requires admin privileges)

Anaconda, Inc,

<sack [ Next> ] | cancal

Figure 46: Anaconda Set-up (3 of 21)

6. Leave default destination folder and click next

2 Anaconda3 2020.02 (64-bit) Setup = X

& Choose Install Location
i) ANACONDA.  (hoose the folder in which to install Anaconda3 2020.02 (64-bit).

Setup will install Anaconda3 2020.02 (64-bit) in the following folder. To install in a different
folder, dick Browse and select another folder. Click Next to continue,

Destination Folder

Space required: 3.0GB
Space available: 143.9GB

<esck [ mewt> ] conce

Figure 47: Anaconda Set-up (4 of 21)

21




7. 1Tt is highly recommended to choose Register Anaconda3 as my default Python 3.7.
Click Install

- Anaconda3 2020.02 (64-bit) Setup — X

Advanced Installation Options
{O ANACONDA.  Customize how Anaconda integrates with Windows

Advanced Options
[] add Anaconda3 to my PATH environment variable
Not recommended. Instead, open Anaconda3 with the Windows Start
menu and select "Anaconda (64-bit)”". This “add to PATH" option makes
Anaconda get found before previously installed software, but may
cause problems requiring you to uninstall and reinstall Anaconda.

I!z Register Anaconda3 as my default Python 3.7

This will allow other programs, such as Python Tools for Visual Studio
PyCharm, Wing IDE, PyDev, and MSI binary packages, to automatically
detect Anaconda as the primary Python 3.7 on the system.

<Back |  Install | Cancel

Figure 48: Anaconda Set-up (5 of 21)

8. Once completed click next

- Anaconda3 2020.02 (64-bit) Setup —

= Installation Complete
ﬁ,_) ANACONDA. Setup was completed successfully.

Completed

Show details

< Back Cancel

Figure 49: Anaconda Set-up (6 of 21)

22




9. And next again

2 Anaconda3 2020.02 (64-bit) Setup — b4

B Anaconda3 2020.02 (64-bit)
() ANACONDA.  naconda + Jetsrains

Anaconda and JetBrains are working together to bring you Anaconda-powered
environments tightly integrated in the PyCharm IDE.

PyCharm for Anaconda is available at:
https: //www.anaconda.com/pycharm

) ANACONDA.

< Back Next > Cancel

Figure 50: Anaconda Set-up (7 of 21)

10. And finally click finish. Anaconda is now installed

2D Anaconda3 2020.02 (64-bit) Setup A=

Completing Anaconda3 2020.02
(64-bit) Setup

Thank you for installing Anaconda Individual Editon.

Here are some helpful tips and resources to get you started.

We recommend you bookmark these links so you can refer
back to them later.

Learn More About Anaconda

") ANACONDA.

Figure 51: Anaconda Set-up (8 of 21)
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11. After installation is complete search for Anaconda Prompt in the search bar.

All Apps Documents web

Best match

Anaconda Prompt (anaconda3)
App

anaconda_navigator

Anaconda Prompt (anaconda3)

Apps

T open
[l anaconda-project.exe >

52 Run as administrator
i3 Anaconda MNawvigator (anaconda3) > T

[} Open file location

B Anaconda Powershell Prompt Pin to Start

(anaconda3)
—=  Pin to taskbar
# Spyder (anaconda3) > =
[l wninstall
Jupyter Motebook (anaconda3) >
Reset Spyder Settings (anaconda3) >

Search the web
2O anaconda - See web results >
Folders (8+)

Documents - This PC (5+)

2 anacondal P

Figure 52: Anaconda Set-up (9 of 21)

12. Open Anaconda prompt, which is similarly to Command Prompt in windows but
powered by the Anaconda Distribution. To check if Python has been successfully
installed type python.

B Anaconda Prompt (anaconda3) - python - O x

Figure 53: Anaconda Set-up (10 of 21)

24




13. To exit type exit()

B Anaconda Prompt (anaconda3) - python - O 4

Figure 54: Anaconda Set-up (11 of 21)

14. Next check the location of the Anaconda file path. The location is needed to be able to
add to Systems properties.

B Anaconda Prompt (anaconda3) — O o

Figure 55: Anaconda Set-up (12 of 21)

25



15. To complete setup the above file paths need to be added to System properties. To open
run box press Windows Key + R. When the box opens type sysdm.cpl and click OK

= Run >
=7  Typethe name of a program, folder, docurnent or Internet
= resource, and Windows will open it for you.
Oper: sysdm.cpl w
] Cancel Browse...

Figure 56: Anaconda Set-up (13 of 21)

16. Click on Advanced

Systemn Properties s

Computer Mame  Hardware | Advanced | System Protection  Remote

Windows uses the following information to identify your computer
on the network.

Computer description: ||

For example: "Kitchen Computer” or "Mary’s

Computer”,
Full computer name: DESKTOP-NHYBUGY
Workgroup: WORKGROLUP
To use a wizard to join a domain or worcgroup, click | Metwork (D,

Metwark 10,

To rename this computer or change its domain or

worcgroup, click Change. Q‘_lange._.

ok ]| camca || ey

Figure 57: Anaconda Set-up (14 of 21)
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17. Then click Environmental Variables

System Properties

Computer Mame Hardware Advanced System Protection Remote

You must be logged on as an Administrator to make most of these changes.

Performance

Visual effects, processaor scheduling, memory usage and virtual memory

Settings. ..

Uszer Profiles
Desktop settings related to your sign-n

Start-up and Recovery
System start-up, system failure and debugging information

I ok || Cancel | Bty

Figure 58: Anaconda Set-up (15 of 21)

18. Click on Path and then click Edit

Enwvironment Variables

User variables for Mew

Variable Value

COrneDrinve CHUsers\Mew, OneDrive - National College of Ireland
OneDriveCommercial ChlUsers\Mew\OneDrive - National College of Ireland
Cnelrnse o - Onelirn

Tsers\ N WAppDatawLocaly lemp

System variables

Variable

ComSpec
DriverData

as

Value

CAWINDOWS\system3Z\cmd.exe
CAWiINndowsi System 32\ Drivers\DriverData

NUMBER_OF_PROCESSORS a4

Windows_MNT

CAWINDOWS\system32: CAVWINDOWS: CHAOWINDOWS, Systermn32\Wh...

JCOM; . EXE;.BAT; . CMD; VBS; VBE; JS; JSE; .WSF; . WS5SH; .MSC
RCHITECTURE __AMDSA

New. | [ ede.

De!ete_

Cancel

Figure 59: Anaconda Set-up (16 of 21)
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19. Click New

Edit enwvironment variable >
FeUSERPROFILESG\ AppDatal Local\Microsofth\ WindowsApps Mew
It CHProgram Files'dnkeBWIF bin®,

C:\Program Filesh Common Files\InteMhWirelessCommon', Edit

ColsershMew \AppDatah LocalhProgramsi Microsoft Vi Codelbin

CProgram Filesh Oracle\WirtualBosx Browse. .

Delete

Mowe Lo

I Edlit text.,

Concel

Figure 60: Anaconda Set-up (17 of 21)

20. Then add the locations of files that were returned from Anaconda Prompt where conda.
When done click ok and ok for the remaining screens.

Edit environment variable s
ZeUSERPROFILEZWAppDatah LocalhMicrosofth  WindowsApps Mew
C\Program FileshIntehWiFitbin,

C:hProgram Files\Common Fileshintel\WirelessCommon®, Edit
ChlUsershMewtAppDatat Local\Programs Microsoft W5 Code\bin

ChProgram Files)\Oracle®VirtualBox Browse...
ChUsers\Mewh\anacoenda3\Scripts

ChlUsershMewtanaconda3iLibrarybin Delete

CihvUsers\Mew'anaconda3dicondabin

Mowe Up

Mowe Down

Edit text...

Concel

Figure 61: Anaconda Set-up (18 of 21)
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21. 20. After above has been completed to check if installation is correct press Windows
Key + R again. Enter cmd and click ok.

Run =

Type the name of a program, folder, document or Internet
resource, and Windows will open it for you.

Opern: ! crmd o

Cancel Browse...

Figure 62: Anaconda Set-up (19 of 21)

22. When Command Prompt opens type conda and the second highlighted box should
appear if installed correctly.

EN CAWINDOWS\system32\emd.exe = ] x

Figure 63: Anaconda Set-up (20 of 21)
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23. To check which version, enter conda —version

EX C:\WINDOWS\system32\cmd.exe 2 O b4

Figure 64: Anaconda Set-up (21 of 21)

3.6 Weights & Biases

Weights and Biases (W&B) is a developer tool for tracking experiments for deep learning and
users can sign up to W&B with their Google account from the applications website’

m - ginD @ *ER

Developer tools for deep learning

Those who don't track training are doomed to repeat it.

‘ Sign Up |

Figure 65: Weights and Biases Set-up

7 https://app.wandb.ai/
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3.7 Putty

PuTTY is a Secure Shell (SSH) software that is utilised for the secure connection between an
SSH Client and an SSH Server. For the research project PuTTY was used to tunnel or
forward Jupyter Lab from the candidate’s laptop to the Genesis Cloud Instance. The software
can be downloaded from the PuTTY website®.

1. Click here

B Ocumicad PuTTY - a freeSSHand - % RS

N v a puttyorg ~@RMNODe®*E@ =

Download PuTTY

PuTTY is an SSH and telnet client, developed originally by Simon Tatham far the Windows platform. PUTTY is open source software that Is available with
source code and is developed and supported by a group of volunteers.

You can download Pul bere.

Below suggestions are independent of the authors of PUTTY. They are not to be seen as endorsements by the PuTTY project.

Figure 66: PuTTY Set-up (1 of 7)

2. Click on below link for 64-bit

Bl 2 Downioad PUTTY: latest refess. X

€« ¢ @ @ a&n ark.greenend.crguk/-statha

This page contains download kinks for the latest released version of PuTTY Curremly this is 0.74, released on 2020-06-27 ~
When new releases come out, this page will vpdate 1o comtain the latest, so this is a good page o bookmark or finik to y. here is 8 permanent link to the 0 74 release
Release versions of PuTTY are versions we think are reasonably likely to work well However, they are ofien not the most up-fo-date version of the code available. If you have a problem with this release, then 1t might be worth trying out the derelopment sna

alseady been fixed in those versions.

[ Package files

You probably want one of these. They include versions of all the PuTTY wtlities
(Not sure whether you want the 32-bit or the 64-bit version? Read the FAQ entry.)

MSI (“Windows Installer)
32t

(ot by ETP (signatse)
y ture)

Figure 67: PuTTY Set-up (2 of 7)

3. Click save and then run the downloaded file

Opening putty-64bit-0.74-installer.msi >

You have chosen to open:
iS5} putty-64bit-0.74-installer.msi

which is: Windows Installer Package (2.7 MB)
from: https://the.earth.li

Would you like to save this file?

| Save File | I Cancel I

Figure 68: PuTTY Set-up (3 of 7)

8 https://www.putty.org/
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4. Click Next

357 PuTTY release 0.74 (64-bit) Setup -

Welcome to the PuT TY release O.74
(64-bit) Setup Wizard

The Setup Wizard will install PUTTY release 0.74% (63-bit) on
wvour computer. Click NMext to continue or Cancel to exit the
Setup Wizard.

Figure 69: PuTTY Set-up (4 of 7)

5. And click Next again

3P PuTTY release 0.74 (64-bit) Setup —

Destination Folder
Click Next to install to the default folder or dick Change to choose another.

Install PUTTY release 0.74% (64-bit) to:

IC s VWProgram Files\PuTTY\

Change. . .

Figure 70: PuTTY Set-up (5 of 7)

6. Click Install

3= PuTTY release 0.74 (64-bit) Setup —

Product Features
Select the way yvou want features to be installed.

- =3 ~ | Install PuTTY files

1 podihd | Add shortout to PuTTY on the Desktop

=3 ~ | Put install directory on the PATH for command prompts
- 9 ~ | Associate .PPK files with PuT Tygen and Pageant

This feature requires OKB on your hard drive.

Figure 71: PuTTY Set-up (6 of 7)
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7. Finally, click Finish. Putty is installed successfully

#57 PuTTY release 0.74 (64-bit) Setup — >

Completed the PUTTY release 0.74
(64-bit) Setup Wizard

Click the Finish button to exit the Setup Wizard.

Figure 72: PuTTY Set-up (7 of 7)

3.8 Cliget

Cliget is a Firefox extension that enables the downloading of protected files from sources such
as Drive to virtual or remote machines. The add-on adds curl, wget or aria2 to Firefox’s
download dialog so that user can copy the curl command and run on another machine. The
extension can be added to Firefox from the browser add-ons page’.

1. Click Add to Firefox

@& In@0 D @

cliget
by Zaid Abdulla

Download login-protected files from the command line using curl, weet or aria,

& This s et

Leam more

Figure 73: Cliget Add-On

? https://addons.mozilla.org/en-US/firefox/addon/cliget/
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2. Click Add

maziliaorg, e ' NDOD & e @A =

sension Workshep & Devebper Fub 12 | Registerarlogin

cliget
by Zaid Abdulla

Download login-protected files from the command line Using curi, wget or arlaz.

& This s nat monitored for secarit i SUIB YOU trust It bafose i

tean more

Figure 74: Cliget Download

4 Dataset Creation

The two Datasets were created in Azure Databricks. Launch Databricks as previously
demonstrated from the Azure Portal Homepage. First a new cluster needs to be created from
the Databricks homepage

1. Click New Cluster

Commaon Tasks Recents Documentation

B Reeent files appear NEs a5 you work

taton

58\

Figure 75: Cluster Set-up (1 of 3)
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2. Update below information and click Create Cluster

« (iR} D a 4594 azuredatabicksnet . 4594 @m0 e e =

Create Cluster Feaa trial 6 i 14 days

New Cluster  caneat

Figure 76: Cluster Set-up (2 of 3)

3. When the Cluster has been approved the State will change to running

D& MNEOP S =

L

Hame Stato Nodes Drivar Worknr Runtims Croator i #ctions
e
" ® Dataset Runewng @ H Standard_DS3 42 Standacd D372 65 mchudes Apache Spark  x161208 thi@student ncil ie
* Automated Clusters

Figure 77: Cluster Set-up (3 of 3)
4. Return to Homepage and launch Jupyter Notebook

~Palno e e

CGomman Tasks Recents
RECEN 1525 aAPenr DETE as o work
Q

Figure 78: Jupyter Notebook
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The following PySpark code was run to create the two datasets

1. Import libraries

Cmd 1

Prv=—2x

from pyspark.sql.functions import *

from pyspark.sgl.types import *

from graphframes import

from pyspark.mllib.stat import *

import pandas as pd

from pyspark.ml.classification import LogisticRegression
from pyspark.ml.feature import VectorAssembler

from pyspark.ml.feature import StandardScaler

from pandas.plotting import scatter_matrix

import seaborn as sns

import matplotlib.pyplot as plt

12 dmport numpy as np

13 dmport six

14 from pyspark.ml.evaluation import BinaryClassificationEvaluator

(TR JEENY. QY Qi S TRy ¥

A
(==

15 from pyspark.ml.classification import RandomForestClassifier
16 from pyspark.ml.tuning import ParamGridBuilder, CrossValidator
17 dmport mlflow

18 dmport mlflow.mleap

5 on unknown cluster

Command took ©.65 seconds -- by x16148818@student.r

Figure 79: Python Libraries

2. To import external Libraries such as MLflow click Import Library

&

15 azuredatabricks.net/’c

? DataMsc &

Rabatercks P .
3 & Azure Databricks
ol & Gl
Explere the Quickstart Tutonal Import & Explore Data Create a Blank Notebook

Gommon Tasks Recenis. Documentation
[ New Notebooi B creaton ' Documentation
3 BB creaie Table 2 Release Notes
58 New Custer ' ey Stned
a = 2
Sasch B NewJcb

& New MLnow Experiment

Figure 80: External Libraries (1 of 3)

3. Then libraries from PyPI, Maven and CRAM can be imported

© @ hriooyeds TEAII0SI5042 116 16 3auredatabricks et 70=TE 1 3054564311 S%iiarzies 701962302182 e @ elno o e af@

Create Library ?  DataMsc &

Uibrary Source

DBES PyPl  Maven “.RANI

Libary Type
| dar | Python Egg | Pyihan Whi

Uibrary Name

Figure 81: External Libraries (2 of 3)
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4. The following external libraries were used

Clusters - Databricks
1/20=784130545942 1 5 B @9 INDe *ER

PORTAL x16140818@student.ncirl.ie

? DataMsc &

Clusters / Dataset

@® Dataset @ Edt  BStat  @)Clone X Delete

Libraries  Eventlog  SparkUl  DriverLogs  Metrics

« Configuration
Home
=3
b 0O  Name Type  Status Source
(2] O  graphframes:graphframes:0 8 0-spark2 4-s_2 11  Maven
Recents
O six PyPI
o MLflow PyPI

Figure 82: External Libraries (3 of 3)

5. Mount files from Azure to Databricks. This was why the Key Vault and secret were

necessary
Cmd 2
1 dbutils.fs.mount(
2 source = "wasbs://business@datasetmsc.blob.core.windows.net",
3 mount_point = "/mnt/business",
4 extra_configs = {"fs.azure.account.key.datasetmsc.blob.core.windows.net":dbutils.secrets.get(scope = "databricksscope",

key = "datastoragekey")})

Out[16]: True

Command took 25.67 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:13:12 on unknown cluster

Figure 83: Mount Azure Files (1 of 3)

Cmd 3

dbutils. fs.mount(
source = "wasbs://review@datasetmsc.blob.core.windows.net",

mount_point = "/mnt/review",

extra_configs = {"fs.azure.account.key.datasetmsc.blob.core.windows.net":dbutils.secrets.get(scope = "databricksscope",

key = "datastoragekey")})

bW N

Out[17]: True
Command took 28.47 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:13:14 on unknown cluster

Figure 84: Mount Azure Files (2 of 3)

Cmd 4
1 dbutils. fs.mount(
2 source = "wasbs://user@datasetmsc.blob.core.windows.net",
3 mount_point = "/mnt/user",
4 extra_configs = {"fs.azure.account.key.datasetmsc.blob.core.windows.net":dbutils.secrets.get(scope = "databricksscope",

key = "datastoragekey")})

Out[18]: True

Command took 24.86 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:13:16 on unknown cluster

Figure 85: Mount Azure Files (3 of 3)
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6. Unmount the files if necessary when all code has been run

Cmd 5

1 dbutils.fs.unmount("/mnt/business")

/mnt/business has been unmounted.
Out[13]: True

Command took 26.57 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:09:59 on unknown cluster

Figure 86: Unmount Azure Files (1 of 3)

Cnd 6 &
. y brv=x
1 dbutils.fs.unmount("/mnt/review")
/mnt/review has been unmounted.
Out[14]: True
Command took 24.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:10:02 on unknown cluster
Figure 87: Unmount Azure Files (2 of 3)
Cmd 7
1 dbutils.fs.unmount("/mnt/user™)
/mnt/user has been unmounted.
Out[15]: True
Command took 25.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:10:05 on unknown cluster
Figure 88: Unmount Azure Files (3 of 3)
7. Read Business, Review and User JSON files as PySpark DataFrames
Cmd 8
Prv=x

1 business = spark.read.json("dbfs:/mnt/business/yelp_academic_dataset_business.json")

» E business: pyspark.sql.dataframe.DataFrame = [address: string, attributes: struct ... 12 more fields]

Command took 7.07 seconds -- by x16140818@student.ncirl.ie at 24/86/2020, 10:21:19 on unknown cluster

Figure 89: Read JSON Files (1 of 3)
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Cnd 9

prv=12x
1 review = spark.read.json("dbfs:/mnt/review/yelp_academic_dataset_review.json")
» E review: pyspark.sql.dataframe.DataFrame = [business_id: string, cool: long ... 7 more fields]
Command took 1.33 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 10:21:31 on unknown cluster
Figure 90: Read JSON Files (2 of 3)
Cmd 10 &
Prv=xXx

1 user = spark.read.json("dbfs:/mnt/user/yelp_academic_dataset _user.json")

» B user:. pyspark.sql.dataframe.DataFrame = [average stars: double, compliment_cool: long ... 20 more fields]

Command took 45,75 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:21:36 on unknown cluster

Figure 91: Read JSON Files (3 of 3)

8. Star Distribution

Cnd 11

1 display(review.groupBy("stars").count().sort(desc("count")))

stars count
1T |5 3586460
2 4 1673404
3911 1283897
4 3 842289
5|2 635072

Showing all 5 rows.

B 4~ & p

Command took 1.34 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 10:21:40 on unknown cluster

Figure 92: Star Distribution

9. Filter rows if they have no Text

Cnd 12

1 reviewl = review.filter(review.text.isNotNull())

» E review1: pyspark.sql.dataframe.DataFrame = [business id: string, cool: long ... 7 more fields]

Command took 0.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:21:43 on unknown cluster

Figure 93: Filter Text
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10. Filter rows if they have no Star

Cnd 13
) ) i ) Prv=2x
1 rd = reviewl.filter(reviewl.stars.isNotNull())
» B rd: pyspark.sql.dataframe.DataFrame = [business_id: string, cool: long ... 7 more fields]
Command took 0.04 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:21:45 on unknown cluster
Figure 94: Filter Star
11. Display Star Count
Cmd 14
Pyl v =x

1 display(rd.groupBy("stars").count().sort(desc("count")))

stars 4 count
1 1 1283897
2 |2 635072
3 |3 842289
4 4 1673404
5 5 3586460

Showing all 5 rows.

& d - 2

Command took 1.43 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 10:21:47 on unknown cluster

Figure 95: Display Star Count

12. Apply stratified sampling to create Dataset 1. As stratified sampling in PySpark is
approximation this needed to be run more than once.

Cmd 15

1 datasetl = rd.sampleBy("stars", fractions={1: 0.109043015132834, 2: 0.220447445329034, 3: 0.16621373424086, 4:
0.0836618055173766, 5: 0.0390357065184053}, seed=434)

» B dataset!: pyspark sql.dataframe.DataFrame = [business_id: string, cool: long ... 7 more fields]

Comnand took 0.18 seconds -- by x16146818@student.ncirl.ie at 24/06/2020, 10:29:56 on unknown cluster

Figure 96: Stratified Sampling Attempt 1
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Cnd 16

P il v = x
1 display(datasetl.groupBy("stars").count().sort(desc("stars")))

stars A count
1 1 140327
2 |2 139934
3 |3 139374
4 4 139619
5/ |5 139521

Showing all 5 rows.

g a4 - X p

Command took 1.49 minutes -- by x1614@818@student.ncirl.ie at 24/06/2020, 10:29:53 on unknown cluster

Figure 97: Stratified Sampling Attempt 1 Star Count

13. Attempt 2

Cmd 17

1 datasetla = rd.sampleBy("stars", fractions={1: 0.108788915309219, 2: 0.220551419569688, 3: 0.166960285230534, 4:
0.0838901064499296, 5: 0.0391697229275646}, seed=434)

» dataset1a: pyspark.sql.dataframe.DataFrame = [business id: string, cool: long ... 7 more fields]

Command took 0.13 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:46:48 on unknown cluster

Figure 98: Stratified Sampling Attempt 2

Cmd 18

; P il v = x
1 display(datasetla.groupBy("stars").count().sort(desc("stars")))

stars 4. count
1 1 139986
2 2 140005
3 3 140036
4 4 139997
5 5 140047

Showing all 5 rows

B - P

Command took 1.38 minutes —- by x16148818@student.ncirl.ie at 24/06/2020, 10:46:51 on unknown cluster

Figure 99: Stratified Sampling Attempt 2 Star Count
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14. Attempt 3. Below was chosen to proceed with for the research project

Cmd 19

1 datasetlb = rd.sampleBy("stars", fractions={1: ©.108799795288748, 2: 0.22054354301458, 3: 0.166917363622745, 4:
0.0838919041335896, 5: 0.0391565775051165}, seed=434)

» dataset1b: pyspark.sql.dataframe.DataFrame = [business_id: string, cool: long ... 7 more fields]

Command took 0.07 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:51:03 on unknown cluster

Figure 100: Stratified Sampling Attempt 3

Cmd 20

P il v = x
1 display(datasetlb.groupBy("stars").count().sort(desc("stars")))

stars A count
1 |1 139999
2 (2 139998
3 |3 140009
4 4 140001
5 '8 139981

Showing all 5 rows.

8 u -

ke

#

Command took 1.43 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 10:51:07 on unknown cluster

Figure 101: Stratified Sampling Attempt 3 Star Count

15. Select Business Fields

Cmd 21

1 bdl = business.select("business_id","address","city","latitude","longitude", " name","state","categories","review_count")

» B bd1: pyspark.sql.dataframe.DataFrame = [business_id: string, address: string ... 7 more fields]

Command took 0.08 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:58:03 on unknown cluster

Figure 102: Select Business Fields

16. Merge datasetlb & bdl

Cmd 22

1 dataset_one = datasetlb.join(bdl, on="business_id", how="inner")

» B dataset one: pyspark.sql.dataframe.DataFrame = [business id: string, cool: long ... 15 more fields]

Command took 0.09 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:58:04 on unknown cluster

Figure 103: Merge DataFrames
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17. Replace unnecessary characters, new lines and carriage returns

Cmd 23

1 d4 = dataset_one.withColumn("text", regexp_replace(col("text"), "[()&*-,]1", ""))

» B d4: pyspark.sql.dataframe.DataFrame = [business_id: string, cool: long ... 15 more fields]

Command took 0.14 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:58:07 on unknown cluster

Figure 104: Remove Whitespaces (1 of 3)

Cmd 24

1 d5 = d4.withColumn("text", regexp_replace(col("text"), "[\n\r]", " "))

» @ d5: pyspark.sql.dataframe.DataFrame = [business_id: string, cool: long ... 15 more fields]

Command took 0.07 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 10:58:09 on unknown cluster

Figure 105: Remove Whitespaces (1 of 3)

18. Check Text format is correct

Cmd 25

Prv=x
1 ds.select("text").show(5,False)

| text

|Food was piping hot which is great!! Had the buffet...and it truly is all you can eat!! You order whatever you want off the menu except chitlins and they bring it out to you!!! Mac n che
ese greens and black eyed peas were pretty good!! Fried chicken was pretty good too! Will come back!

|

|Bobby Flay's restaurant at Caesar's Palace. Tasty but with mixed reviews. The first time I went there everything I had was delicious. The chicken and pork tenderloin were outstanding
This time I ordered the following - duck crepe S0000 good! shrimp tamale very flavorful and fresh salmon mediocre at best... and our waiter even told us not to order it... but my friend d
idn't listen and halibut tender flaky not fishy at all... and so flavorfull. The halibut and appetizers were my favorites and I would definitely go and order those again. We also ordere
d 3 desserts which were totally worth it! Sweet potato pudding and I don't even like sweet potatoes! Banana pie tart thingy and spicy peanut chocolate cake. mmmmmm would definitely go t
here for dessert and the appetizers!!! You need a reservation for this place.

|Pros: Fun atmosphere great for people watching mechanical bull is unique in my experience Cons: I had the chicken tenders and fries and while the tenders were alright the fries were pré

Command took 4.56 seconds -- by x16146818@student.ncirl.fe at 24/06/2020, 10:58:12 on unknown cluster

Figure 106: (1 of 3)

19. Write Dataset 1 to Databricks File Store (DBFS)

Cmd 27

1 d5.coalesce(1).write.csv("FileStore/datasets/dl.csv", header=True)

Command took 1.90 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 10:58:17 on unknown cluster

Figure 107: Write to DBFS
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Next the code for creating Dataset 2 is described. First was to generate the Social Network,
Content Informativeness and Review Rating features to be used as variables for Logistic
Regression (LR). After selecting the features LR is applied to predict review useful score.
GraphFrame was used to calculate the Social Network Features of outDegree and PageRank.
It requires two inputs Vertices and Edges. To create the Vertices and Edges for GraphFrame
using the User Json file the below code was run.

Cnd 28
1 ver = user.select("user_id", "name")
» B ver; pyspark.sql.dataframe.DataFrame = [user id: string, name: string]

Command took 0.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:02:04 on unknown cluster

Cnd 29
1 vertices = ver.withColumnRenamed("user_id","id")
» B vertices: pyspark.sql.dataframe.DataFrame = [id: string, name: string]

Command took 0.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:02:07 on unknown cluster

Cnd 30

1 vertices.select("id").count()

Out[48]: 1968703

Command took 48.53 seconds -- by x16148818@student.ncirl.ie at 24/06/2020, 11:02:14 on unknown cluster

Figure 108: Vertices

1. Create Edges. As the Users friends are in a list, they need to be formatted to have every

unique friend on a new row. The columns need to be renamed also to the correct format
required by GraphFrames

cmd 31
1 ed = user.select("user_id","friends")
» B ed: pyspark.sql.dataframe.DataFrame = [user_id: string, friends: string]

Command took 0.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:03:02 on unknown cluster

Cmd 32

1 ed.printSchema()

root
|-- user_id: string (nullable = true)

|-= friends: string (nullable = true)

Command took 0.04 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:03:41 on unknown cluster

Cmd 33

1 edl = ed.withColumn("friends", explode(split(regexp_replace(col("friends"), "(*\[)|(\I$)", "), ",")))

» B ed1: pyspark.sql.dataframe.DataFrame = [user_id: string, friends: string]

Command took 0.13 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:07:26 on unknown cluster

Figure 109: Edges
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Cmd 34

1 edl.select("user_id","friends").show(3, False)

———t

|user_id | friends |
-+
|ntlvfPzcBeglqvk92iDIAw| oeMvIh94PiGQnx_6G1ndPQ |
|ntlvfPzcBeglqvk92iDIAw| wmlzlPaJKvHgSDRKfwhfDg|
|ntlvfPzcBeglqvk92iDIAw| IkRib6Xs91PPWT7pon7VVig|
-+

only showing top 3 rows

Command took ©.46 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:07:31 on unknown cluster

Cmd 35

1 edges = (edl.withColumnRenamed("user_id","src").withColumnRenamed("friends","dst"))

» B edges: pyspark.sql.dataframe.DataFrame = [src: string, dst: string]

Command took .04 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:07:45 on unknown cluster

Figure 110: Rename Fields

2. Create GraphFrame

tnd 36 (+)

1 gl = GraphFrame(vertices, edges)

Command took @.07 seconds -- by x16140818@student.ncirl.ie at 24/66/2020, 11:07:49 on unknown cluster

prv=2x%

Figure 111: GraphFrame

3. Display outDegree and create DataFrame of id & outDegree

Cmd 38

1 display(gl.outDegrees)

id outDegree
1 wDheogPISThML4pShhog3g 57
2 ckDvozHDRShWgrDRTMYZkQ 135
3 s0G905PqmXilKJHpABT77A 279
4 tg1EN5J9IqH5YOych1bejw 123
5 JOA44Apni7iJZVVK4HQE0tA 175
6 4ZfcCa4m5RWVO4EFzfYm1A 3436

Showing the first 1000 rows.
2 - &~ .
Command took 1.22 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 11:07:58 on unknown cluster

Cmd 39

1 outd = gl.outDegrees.select("id","outDegree")

» B outd: pyspark.sql.dataframe.DataFrame = [id: string, outDegree: integer]

Command took ©.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:09:50 on unknown cluster

Figure 112: outDegree
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4. Run the PageRank algorithm. Create DataFrame of id & PageRank. Merge outDegree
and PageRank DataFrames and rename id to user_id as required by the algorithm.

Cmd 40

1 rank = gl.pageRank(resetProbability=0.15, tol=0.01

Command took 22.47 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 11:09:53 on unknown cluster

cnd 41
1 pr = rank.vertices.select("id","pagerank")

» B pr: pyspark.sql.dataframe.DataFrame = [id: string, pagerank: double]

Command took ©.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:10:06 on unknown cluster

Cnd 42
1 grapha = outd.join(pr, on="id", how="inner")

» B grapha: pyspark.sql.dataframe.DataFrame = [id: string, outDegree: integer ... 1 more fields]

Command took ©.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:10:12 on unknown cluster

Cmd 43

1 network = grapha.withColumnRenamed("id","user_id")

» B network: pyspark.sql.dataframe.DataFrame = [user_id: string, outDegree: integer ... 1 more fields]

Command took 8.04 seconds -- by x16148818@student.ncirl.ie at 24/06/2020, 11:18:15 on unknown cluster

Figure 113: PageRank

5. Select the necessary fields from User DataFrame. Rename fields to ensure no
duplication later. Merge with previous DataFrame

Cnd 44

1 uuser = user.select("average_stars","review_count","useful","user_id")

» B uuser: pyspark.sql.dataframe.DataFrame = [average_stars: double, review_count: long ... 2 more fields]

Command took 8.86 seconds -- by x16148818@student.ncirl.ie at 24/06/2020, 11:42:12 on unknown cluster

Cnd 45

1 uu = uuser.withColumnRenamed("useful","useful_sent") .withColumnRenamed("average_stars","useful_avg_stars")

» B uu: pyspark.sql.dataframe DataFrame = [useful_avg_stars: double, review_count: long ... 2 more fields]

Command took .85 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:42:16 on unknown cluster

Cnd 46

1 social_network = network.join(uu, on="user_id", how="inner")

» B social_network: pyspark.sql.dataframe.DataFrame = [user_id: string, outDegree: integer ... 4 more fields]

Command took 0.85 seconds -- by x16148818@student.ncirl.ie at 24/86/2020, 11:42:19 on unknown cluster

Figure 114: Social Network DataFrame
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6. Select necessary fields from Business DataFrame. Again, rename fields to prevent
naming duplication

Cnd 47
1 bu = business.select("business_id","stars")
» B bu: pyspark.sqldataframe.DataFrame = [business_id: string, stars: double]

Conmand took 0.05 seconds =- by x16140818@student.ncirl.ie at 24/66/2020, 11:42:24 on unknown cluster

Cnd 48

1 buser = bu.withColumnRenamed("stars", "business_avg_star")

» B buser. pyspark sql.dataframe. DataFrame = [business_id: string, business_avg_star: double]

Command took 0,05 seconds == by x16140818@student.ncirl.ie at 24/66/2020, 11:42:31 on unknown cluster

Figure 115: Business Average Star Rating

7. Select necessary fields from Review DataFrame. Remove spacing and unnecessary
characters from text. Final check to see if text is correctly formatted

cnd 49
1 ru = review.select("review_id","user_id","business_id","stars","date","text","useful")
» B ru: pyspark.sql.dataframe.DataFrame = [review_id: string, user_id: string ... 5 more fields]

Command took .67 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:42:52 on unknown cluster

cnd 58
1 ru2 = ru.withColumn("text", regexp_replace(col("text"), "[\n\r]", " ™))
» B ru2: pyspark.sql.dataframe.DataFrame = [review_id: string, user_id: string ... 5 more fields]

Command took .12 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:42:57 on unknown cluster

Cnd 51

1 ru3 = ru2.withColumn("text", trim(ru2.text))

» B rud: pyspark.sql.dataframe.DataFrame = [review_id: string, user_id: string ... 5 more fields]

Command took .16 seconds -- by x16140818@student.ncirl.ie at 23/06/2020, 17:53:51 on unknown cluster

Figure 116: Select Review Fields

Cnd 52

1 ru3 = ru2.withColumn("text", regexp_replace(col("text"), "[()&*-,1", ""))

v B ud: pyspark.sql.dataframe.DalaFrame = [review_id: string, user_id: string ... 5 more fields]

Conmand took 0.86 seconds - by x16146818@student.ncirl.ie at 24/06/2620, 11:43:15 on unknown cluster

Figure 117: Remove Characters
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Cmd 53

Py v=x
1 ru3.select("text").show(5,False)

|As someone who has worked with many museums I was eager to visit this gallery on my most recent trip to Las Vegas. When I saw they would be showing infamous eggs of the House of Faberge
from the Virginia Museum of Fine Arts VMFA I knew I had to go! Tucked away near the gelateria and the garden the Gallery is pretty much hidden from view. It's what real estate agents wou
1d call "cozy" or "charming" - basically any euphemism for small. That being said you can still see wonderful art at a gallery of any size so why the two s you ask? Let me tell you: pr
icing for this while relatively inexpensive for a Las Vegas attraction is completely over the top. For the space and the amount of art you can fit in there it is a bit much. {t's not kid
friendly at all. Seriously don't bring them. the security is not trained properly for the show. When the curating and design teams collaborate for exhibitions there is a definite flow. T
hat means visitors should view the art in a certain sequence whether it be by historical period or cultural significance this is how audio guides are usually developed. When I arrived in
the gallery I could not tell where to start and security was certainly not helpful. I was told to "just look around" and "do whatever." At such a fine institution I find the lack of kno
wledge and respect for the art appalling. |

|T am actually horrified this place is still in business. My 3 year old son needed a haircut this past summer and the lure of the $7 kids cut signs got me in the door. We had to wait a fe
w minutes as both stylists were working on people. The decor in this place is total garbage. It is so tacky. The sofa they had at the time was a pleather sofa with giant holes in it. And
my son noticed ants crawling all over the floor and the furniture. It was disgusting and I should have walked out then. Actually I should have turned around and walked out upon entering b
ut I didn't. So the older black male stylist finishes the haircut he was doing and it's our turn. I tell him I want a #2 clipper around the back and sides and then hand cut the top into a
standard boys cut. Really freaking simple right? WRONG! Rather than use the clippers and go up to actually cut the hair he went down. Using it moving downward doesn't cut hair it just rub
s against it. How does this man who has an alleged cosmetology license not know how to use a set of freaking clippers??? I realized almost immediately that he had no idea what he was doin
g. No idea at all. After about 10 minutes of watching this guy stumble through it I said "you know what? That's fine." paid and left. ALl I wanted to do was get out of that scummy joint a
nd take my son to a real haircut place. Bottom line: DO NOT GO HERE. RUN THE OTHER WAY |

|1 love Deagan's. I do. I really do. The atmosphere is cozy and festive. The shrimp tacos and house fries are my standbys. The fries are sometimes good and sometimes great and the spicy d

ipping sauce they come with is to die for. The beer list is amazing and the cocktails are great. The prices are mid-level so it's not a cheap dive you can go to every week but rather a ty

Command took 1.34 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:44:29 on unknown cluster

Figure 118: Check Text

Cnd 54
9 n " n n " " nn " Vi x
1 ru4 = ru3.withColumn("text", regexp_replace(col("text"), . )
» B rud: pyspark.sql.dataframe.DataFrame = [review id: string, user_id: string ... 5 more fields]
Command took 0.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:45:57 on unknown cluster
Cnd 55
1 ru5 = rud.withColumn("text", regexp_replace(col("text"), " ", " "))
» B 1ub: pyspark.sql.dataframe.DataFrame = [review id: string, user id: string ... 5 more fields]
Command took 0.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:46:52 on unknown cluster
Figure 119: Remove Whitespaces
Cmd 56
Py v=2x

1 rus.select("text").show(5,False)

|As someone who has worked with many museums I was eager to visit this gallery on my most recent trip to Las Vegas. When I saw they would be showing infamous eggs of the
House of Faberge from the Virginia Museum of Fine Arts VMFA I knew I had to go! Tucked away near the gelateria and the garden the Gallery is pretty much hidden from view.
It's what real estate agents would call "cozy" or "charming" - basically any euphemism for small. That being said you can still see wonderful art at a gallery of any size
so why the two s you ask? Let me tell you: pricing for this while relatively inexpensive for a Las Vegas attraction is completely over the top. For the space and the amou
nt of art you can fit in there it is a bit much. it's not kid friendly at all. Seriously don't bring them. the security is not trained properly for the show. When the cur
ating and design teams collaborate for exhibitions there is a definite flow. That means visitors should view the art in a certain sequence whether it be by historical per
jod or cultural significance this is how audio guides are usually developed. When I arrived in the gallery I could not tell where to start and security was certainly not
helpful. I was told to "just look around" and "do whatever." At such a fine -institution I find the lack of knowledge and respect for the art appalling.

|

|T am actually horrified this place is still +n business. My 3 year old son needed a haircut this past summer and the lure of the $7 kids cut signs got me in the door. We
had to wait a few minutes as both stylists were working on people. The decor in this place is total garbage. It is so tacky. The sofa they had at the time was a pleather
sofa with giant holes in it. And my son noticed ants crawling all over the floor and the furniture. It was disgusting and I should have walked out then. Actually I should
have turned around and walked out upon entering but I didn't. So the older black male stylist finishes the haircut he was doing and it's our turn. I tell him I want a #2
clipper around the back and sides and then hand cut the top into a standard boys cut. Really freaking simple right? WRONG! Rather than use the clippers and go up to actua
1ly cut the hair he went down. Using it moving downward doesn't cut hair it just rubs against it. How does this man who has an alleged cosmetology license not know how to
use a set of freaking clippers??? I realized almost immediately that he had no idea what he was doing. No idea at all. After about 10 minutes of watching this guy stumble
through it I said "you know what? That's fine." paid and left. All I wanted to do was get out of that scummy joint and take my son to a real haircut place. Bottom line: D
O NOT GO HERE. RUN THE OTHER WAY!!!l!

[T love Deagan's. T do. T really do. The atmosphere is cozy and festive. The shrimp tacos and house fries are my standbys. The fries are sometimes good and sometimes greg

Command took 0.40 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:47:04 on unknown cluster

Figure 120: Recheck Text
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8. Calculate Word Count, Sentence Count and Price Count. Check to see if Price Count
is correct

cmd 57

1 ru9 = rus.withColumn('wordCount', size(split(col('text'), ' ')))

» B ru9: pyspark.sql.dataframe.DataFrame = [review_id: string, user_id: string ... 6 more fields]
Command took @.67 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:47:47 on unknown cluster

Cmd 58

1 rul® = ru9.withColumn('sentenceCount', size(split(col("text"),r"[\.!?2]")) - 1)

» B ru10: pyspark.sql.dataframe.DataFrame = [review_id: string, user_id: string ... 7 more fields]
Command took .06 seconds -- by x16140818@student.ncirl.ie at 24/6/2020, 11:47:51 on unknown cluster

Cmd 59

1 rull = rul@.withColumn('priceCount', size(split(col("text"),r"\s$")) - 1)

» B ru11: pyspark.sql.dataframe. DataFrame = [review_id: siring, user_id: string ... 8 more fields]

Command took ©.87 seconds -- by x16140818@student.ncirl.ie at 24/06/2028, 11:47:54 on unknown cluster

Figure 121: Word, Sentence, Price Count

Cmd 60

Prv=1x
1 rull.select("text","priceCount").show(3, False)

helpful. I was told to "just look around" and "do whatever." At such a fine institution I find the lack of knowledge and respect for the art appalling.

o |

| am actually horrified this place is still in business. My 3 year old son needed a haircut this past summer and the lure of the $7 kids cut signs got me in the door. We
had to wait a few minutes as both stylists were working on people. The decor in this place is total garbage. It is so tacky. The sofa they had at the time was a pleather
sofa with giant holes in it. And my son noticed ants crawling all over the floor and the furniture. It was disgusting and I should have walked out then. Actually I should
have turned around and walked out upon entering but I didn't. So the older black male stylist finishes the haircut he was doing and it's our turn. I tell him I want a #2
clipper around the back and sides and then hand cut the top into a standard boys cut. Really freaking simple right? WRONG! Rather than use the clippers and go up to actua
1ly cut the hair he went down. Using it moving downward doesn't cut hair it just rubs against it. How does this man who has an alleged cosmetology license not know how to
use a set of freaking clippers??? I realized almost immediately that he had no idea what he was doing. No idea at all. After about 10 minutes of watching this guy stumble
through it I said "you know what? That's fine." paid and left. A1l I wanted to do was get out of that scummy joint and take my son to a real haircut place. Bottom line: D
0 NOT GO HERE. RUN THE OTHER WAY!!!l!|1 |

|I love Deagan's. I do. I really do. The atmosphere is cozy and festive. The shrimp tacos and house fries are my standbys. The fries are sometimes good and sometimes grea
t and the spicy dipping sauce they come with is to die for. The beer list is amazing and the cocktails are great. The prices are mid-level so it's not a cheap dive you ca
n go to every week but rather a treat when you do. Try it out. You won't be disappointed!

o |

Command took 0.49 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:48:00 on unknown cluster

Figure 122: Check Price Count

9. Merge rull and buser DataFrames.

Cnd 61

1 ru12 = rull.join(buser, on="business_id", how="inner")

» & 2 pyspark sql dataframe.DataFrame = [business_id: string, review_id: string .. 9 more fields]

Command took 0.86 seconds - by x16148818@student.ncirl.ie at 24/06/2020, 11:50:21 on unknown cluster

Figure 123: Merge DataFrames
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10. Calculate average review rating.

Cnd 62

1 review_avg = rul2.groupBy("business_id").agg(avg("stars"))

» B review avg: pyspark sal.dataframe.DataFrame = [business_id: siring, avg(stars): double]

Command took 8.86 seconds -- by x16146818@student.ncirl.ie at 24/86/2020, 11:58:41 on unknown cluster

Figure 124: Review Average Count

11. Merge rul2 with average review rating

Cnd 63

1 social_data = rul2.join(review_avg, on="business_id", how="inner")

v B social_data: pyspark sql.dataframe. DataF rame = [business id: string, review id: string ... 10 more fields]

Command took 0.89 seconds -- by x16146818@student.ncirl.ie at 24/06/2020, 11:50:46 on unknown cluster

Prv=1%

Figure 125: Merge DataFrames

12. Merge social data with social network DataFrames

|

1 usefulness_dataset = social_data.join(social_network, on="user_id", how="inner")

» B usefulness_dataset: pyspark sql dataframe DataFrame = [user_id: string, business_id: string ... 15 more fields]

Command took ©.95 seconds —- by x16140818@student.ncirl.ie at 24/06/2020, 11:58:49 on unknown cluster

Py v =x

Figure 126: Merge DataFrame

13. Remove timestamp from date field

Cnd 65

1 usefuldata = usefulness_dataset.withColunn("year", split(col("date"), " ")[0])

» & usefuldata: pyspark sql.dataframe DataFrame = [user_id: string, business_id: string ... 16 more fields]

Command took 8.86 seconds —- by x16140818@student.ncirl.ie at 24/06/2020, 11:58:52 on unknown cluster

Prv=1x

Figure 127: Remove Field
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14. Calculate deviation to average business rating, deviation to average user rating and
rename avg(stars) field to review _avg_star.

Cnd 66

1 usefull = usefuldata.withColumn("abs_Business_star", (abs(usefuldata["avg(stars)"] - usefuldata["business_avg_star"])))

¥ B usefull pyspark sql dataframe DataFrame = [user_id string, business id- string . 17 more fields]
Command took 8.86 seconds -- by x16148818@student.ncirl.ie at 24/06/2020, 11:51:02 on unknown cluster
Cnd 67

1 useful2 = usefull.withColumn("abs_user_star", (abs(usefuldata["avg(stars)"] - usefuldata["useful_avg_stars"])))

» B useful2: pyspark sql dataframe DataFrame = [user_id: string, business id: string .. 18 more fields]
Command took 0.65 seconds — by x16140818@student.ncirl.ie at 24/06/2020, 11:51:06 on unknown cluster
Cnd 68

1 usefuld = useful2.withColumnRenamed("avg (stars)","review_avg_star")

sefuld: pyspark sgl dataframe.DataFrame = [user_id: string, business_id: string ... 18 more fields]

Command took 0.65 seconds — by x16146818@student.ncirl.ie at 24/06/2020, 11:51:08 on unknown cluster

Figure 128: Deviation to Average Review Star Rating

15. Calculate Question Count and Exclamation Count

Cmd 69

1 useful4 = useful3.withColumn('questionCount’, size(split(col("text"),r"[\2]")) - 1)
» B usefuld: pyspark sql dataframe DataFrame = [user_id: string, business_id: string

19 more fields]
Command took ©.86 seconds -- by x16140818@student.ncirl.ie at 24/@6/2020, 11:51:19 on unknown cluster
Cmd 70

1 usefuls = usefuld.withColumn('exclamationCount', size(split(col("text"),r"[\!1") - 1)
(3=

usefuld: pyspark.sql.dataframe.DataFrame = [user_id: string, business_id: string ... 20 more fields]

Command took .87 seconds -- by x16148818@student.ncirl.ie at 24/06/2026, 11:51:22 on unknown cluster

Figure 129: Question and Exclamation Count

16. Drop unnecessary fields

Cnd 71

1 useful6 = useful5.drop("stars","date","business_avg_star","useful_avg_star","text")

» B useful6: pyspark sql.dataframe DataFrame = [user_id: string, business_id: string ... 16 more fields]

Command took 8.85 seconds -- by x16140818@student.ncirl.ie at 24/06/2026, 11:51:45 on unknown cluster

Figure 130: Remove Field
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17. Convert the year field from string to timestamp and display date range of reviews

Cmd 72

1 useful8 = usefulb.withColumn('review_date', to_date(unix_timestamp(col('year"), 'yyyy-mm-dd').cast("timestamp")))
2

» B usefuld: pyspark sql.dataframe.DataFrame = [user id: string, business_id: string ... 17 more fields]

Command took 0.07 seconds -- by x16140818@student.ncirl.ie at 24/86/2028, 11:51:49 on unknown cluster

Cmd 73

1 display(useful8.select("review_date"))

review_date

1 2014-01-21
2 20120106
3 2014-01-19
4 2014-01-28
5 20180112
6 2017-01-01
7 2016-01-29

Showing the first 1000 rows.
= I R T

Command took 5.38 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 11:51:52 on unknown cluster

Figure 131: Convert Field

18. Calculate average sentence count and drop more unnecessary fields. All fields now
have been created for feature selection

Cnd 74
1 useful9 = useful8.withColumn("avg_sentence_length", (useful8.wordCount / useful8.sentenceCount))
» B usefuld: pyspark sql.dataframe.DataFrame = [user_id: string, business_id: string ... 18 more fields]

Command took 0.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:58:50 on unknown cluster

Cnd 75

1 usefulld = useful9.drop("useful_sent", "year", "user_id", "business_id","useful_avg_stars")

» & usefull0: pyspark sqldataframe DataFrame = [review_id: string, useful. long ... 13 more fields]

Command took 8.5 seconds -- by x16148818@student.ncirl.ie at 24/06/2028, 11:58:53 on unknown cluster

Figure 132: Sentence Count and Remove Field

19. The DataFrame is next filtered for the four-month period

Cnd 76
: . . . Prv=x
1 usefulll = usefull®.filter(usefull0["review_date"] >= ("2018-11-01")).filter(usefull®["review_date"] <= ("2019-01-31"))

» & usefultl: pyspark sql.dataframe DataFrame = [review_id: string, useful: long .. 13 more fields]

Command took 8.13 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:59:05 on unknown cluster

Figure 133: Filter Date
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20. A User Defined Function is created to convert reviews with a useful count greater or
equal to 5 to 1 and less than 5 to 0. The new label field is converted to an integer

Cnd 77

1 def convert_rating(useful):
2 if useful »=5:
3 return 1

4 else:

g return 0

Command took ©.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:59:09 on unknown cluster

Cnd 78

1 useful_convert = udf(lambda x: convert_rating(x))

Command took 8.04 seconds -- by x16148818@student.ncirl.ie at 24/86/2020, 11:59:12 on unknown cluster
Cnd 79

1 usefull2 = usefulll.withColumn("label", useful_convert("useful"))

» B useful12: pyspark sql dataframe DataFrame = [review_id- string, useful long .. 14 more fields]

Command took 0.08 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 11:59:15 on unknown cluster

Figure 134: User Defined Function

Cnd 80

prv=1
1 usefull3 = usefull2.withColumn('label', usefull2["label"].cast(IntegerType()))

» B useful!3: pyspark sql dataframe DataFrame = [review._id: string, useful: long ... 14 more fields]

Command took 0.5 seconds -- by x16148818@student.ncirl.ie at 24/06/2020, 11:59:19 on unknown cluster

Figure 135: Cast to Integer

21. The distribution of the 1 & 0’s was counted, and stratified sampling was applied to
achieve a DataFrame of 21,361 reviews. Again, as stratified sampling is an

approximation it takes 2 calculations to achieve the closet possible outcome to the
desired DataFrame size

Cmd 82

1 display(usefull3.groupBy("label").count())

label count
T 39088
2 |0 1176748

Showing all 2 rows
B - & 4

Command took 5.72 minutes -- by x16146818@student.ncirl.ie at 24/86/2020, 12:18:35 on unknown cluster

Figure 136: Star Count
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Cnd 83
1 useful_score = usefull3.sampleBy("label", fractions={1: 0.54648485468686, 0: 0.0181525696240826}, seed=435)
» B useful_score: pyspark sql dataframe DataFrame = [review_id: string, useful: long ... 14 more fields]

Command took 0.13 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 12:18:04 on unknown cluster

Cmd 84

1 display(useful_score.groupBy("label").count())

label count
1 1 21325
2 0 21218

Showing all 2 rows.

8 4~ & .

Command took 6.13 minutes —- by x16148818@student.ncirl.ie at 24/06/202@, 12:18:87 on unknown cluster

Figure 137: Starfield Sampling Attempt 1

Cmd 85
il useful_scorel = usefull3.sampleBy("label", fractions={1: 0.54740740825163, 0: 0.0182766327177616}, seed=435)
» B useful_scoret: pyspark.sql.dataframe DataFrame = [review_id: string, useful: long .. 14 more fields]

Command took 0.15 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 12:55:55 on unknown cluster

Cnd 86

1 display(useful_scorel.groupBy("label").count())

label count
1 1 21347
2 0 21358

Showing all 2 rows.
B 4~ & J

Command took 5.80 minutes -- by x16148818@student.ncirl.ie at 24/86/2020, 12:56:03 on unknown cluster

Figure 138: Starfield Sampling Attempt 2

22. Drop unnecessary fields

Cnd 87
; Prv=1%
1 useful_score2 = useful_scorel.drop("useful", "review_date")
» B useful_score2: pyspark sql.dataframe.DataFrame = [review_id: string, wordCount: integer ... 12 more fields]

Command took 0.85 seconds -- by x16148818@student.ncirl.ie at 24/06/2020, 13:05:41 on unknown cluster

Figure 139: Remove Field
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23. Select independent variables and convert to Pandas DataFrame

Cnd 88

1 dindependent = useful_score2.select(useful_score2.columns[1:13])

» & independent pyspark sql dataframe DataFrame = [wordCount: integer, sentenceCount: integer - 10 mare fields]
Command took 0.09 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 13:05:58 on unknown cluster

Cnd 89

1 independent_data = independent.toPandas()

Command took 6.29 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 13:06:04 on unknown cluster

Figure 140: Independent Variables

24. Plot Correlation with Seaborn Heatmap for the independent variables. Sentence Count
and Word Count are highly correlated

Cmd 91

1 plt.figure(figsize=(15, 20))
2 sns.heatmap(independent_data.corr(), annot = True, vmin=-1, vmax=1, center= 0, cmap= 'coolwarm', fmt='.1g')
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Command took 1.15 seconds -- by x16148818@student.ncirl.ie at 24/06/2020, 13:23:42 on unknown cluster

Figure 141: Correlation Heat Map
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25. Check correlation between dependent variable and independent variables

cmd 92

1 dependent_corr = useful_score2.select(useful_score2.columns[1:14])

» = dependent_corr pyspark sql dataframe DataFrame = [wordCount: integer, sentenceCount: integer .. 11 more fields]

Command took 8.9 seconds -- by x1614@818@student.ncirl.ie at 24/06/2620, 13:24:27 on unknown cluster

Cnd 93
1 for i in dependent_corr.columns:
2 4f not( isinstance(dependent_corr.select(i).take(1)[0][0], six.string_types)):
3 print( "Correlation to Label for ", i, dependent_corr.stat.corr('label’,i))

Correlation to Label for wordCount 0.37859007261711686
Correlation to Label for sentenceCount ©.3483632569898586
Correlation to Label for priceCount 0.15729660179779512
Correlation to Label for review_avg star -8.025294574712295716
Correlation to Label for outDegree 0.3764977664518094
Correlation to Label for pagerank 0.17735386909378298
Correlation to Label for review_count 0.28741146539821306
Correlation to Label for abs_Business_star 0.012987016501318596
Correlation to Label for abs user_star -0.10607260657028005
Correlation to Label for questionCount 0.13423651830201377
Correlation to Label for exclamationCount 0.09361952973792916
Correlation to Label for avg_sentence_length 0.09438460600745945
Correlation to Label for label 1.0

8

Command took 2,58 hours -~ by x16140818@student.ncirl.ie at 24/06/2620, 13:24:38 on unknown cluster

Figure 142: Correlation Dependent Variable

26. Check correlation if Sentence Count is dropped

Cmd 94

1 final_data_useful = useful_score2.drop("sentenceCount","label","review_id")

» B final_data_useful: pyspark sql dataframe DataFrame = [wordCount: integer, priceCount: integer ... 9 more fields]
Command took 0.06 seconds -- by x16148818@student.ncirl.ie at 24/86/2620, 16:81:03 on unknown cluster

Cmd 95

1 independent_fdu = final_data_useful.toPandas()

Command took 6.62 minutes -- by x16146818@student.ncirl.ie at 24/86/2020, 16:01:86 on unknown cluster

Figure 143: Remove Sentence Count

Cmd 96

1 sns.heatmap (independent_fdu.corr(), annot = True, vmin=-1, vmax=1, center= @, cmap= 'coolwarm',fmt='.1g')
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Command took 1.14 seconds -- by x16148818gstudent.ncirl.ie at 24/06/2020, 16:14:55 on unknown cluster

Figure 144: Correlation Heat Map
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27. Sentence Count was dropped, and all fields are checked for missing values

tnd 97 J,

1 final_data = useful score2.drop("sentenceCount")

» B final_data. pyspark sql.dataframe DataFrame = [review.id: string, wordCount integer ... 11 more fields]

Command took 8.84 seconds -- by x16140818@student.ncirl.ie at 24/06/2628, 20

3:26 on unknown cluster

Cnd 98
1 final_data.select([count(when(isnan(c), c)).alias(c) for c in final_data.columns]).toPandas().head()
Out[306]:

review id wordCount priceCount review avg_star outDegree pagerank review count abs Business star abs user star questionCount exclamationCount avg sentence length label

0 0 0 0 0 0 0 0 0 0 0 0 0 0

Command took 7.81 minutes -- by x16140818@student.ncirl.ie at 24/66/2020, 22:62:@8 on unknown cluster

Figure 145: Sentence Count and Null Values

28. Combine all independent variables to one column

Cnd 99

1 numeric_features =
final_data.select("wordCount","priceCount”,"review_avg_star","outDegree", "pageran
_length")

» B numeric_features: pyspark sql dataframe.DataFrame = [wordCount: integer, priceCount: integer ... 9 more fields]

Command took 0.89 seconds -- by x1614081

udent.ncirl.ie at 24/06/2020, 20:33:51 on unknown cluster

Cmd 100

1 nf = numeric_features.columns

Command took 0.04 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 20:33:55 on unknown cluster

k", "review_count","abs_Business_star","abs_user_star","questionCount","exclamationCount","avg_sentence

Figure 146: Combine to Single Column

29. Apply VectorAssembler and StandardScaler to the independent variables

cnd 101
1 va = VectorAssembler (inputCols=nf, outputCol="features" handleInvalid="skip")
Command took .05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 20:34:08 on unknown cluster
Cnd 162
1 1rl = va.transform(final_data)
» B Irt: pyspark sql dataframe DataFrame = [review_id" string, wordCount: integer . 12 more fields]

Command took 8.86 seconds -- by x16148818@student.ncirl.ie at 24/06/2020, 20:34:24 on unknown cluster

Cnd 103

1 scalerII = StandardScaler (inputCol="features", outputCol="scaledFeatures")

Command took 0.05 seconds -- by x16148818@student.ncirl.ie at 24/66/2020, 20:34:43 on unknown cluster
Cnd 104

1 1r2 = scalerII.fit(lrl).transform(lrl)

» & Ir2: pyspark sql dataframe. DataFrame = [review_id: string, wordCount: integer .. 13 more fields]

Command took 19.88 minutes -- by x16148818gstudent.ncirl.ie at 24/06/2020, 20:37:04 on unknown cluster

Figure 147: VectorAssembler and StandardScaler
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30. Split DataFrame into train and test

(md 165

1 train, test = Lr2. randomSplit([6.8, 6.2], seed=346)

» B rain pyspark sql dataframe DataFrame = review id: sting, wordCount: Integer .. 13 more fields]
» B test: pyspark s datafiame DataFrame = [review id: string, wordCount. infeger . 13 more fields]

Command took 0,86 seconds -- by x16140818@student.ncirl.{e at 24/06/2020, 20:37:09 on unknown cluster

Figure 148: Train and Test

31. Apply Random Forest to Train DataFrame and select most important features. From
Feature Importance four features make up 91% of the outcome

1 rf = RandomForestClassifier(labelCol="1abel", featuresCol="scaledFeatures", numTrees=20)

1 feature_selection = rf.fit(train)

Ond 10

1 feature_selection. featureImportances

mmand took 8.85 second: by x16140818@student,ncirl. e at 24/06/2026, 20:37:16 on unknown ster

Figure 149: Random Forrest Feature Importance

32. Select 4 important features. Again, apply VectorAssembler and StandardScaler to
original DataFrame of 21,361 reviews

Cmd 109
1 numeric_features2 = final_data.select("wordCount","outDegree","pagerank","review_count")
» B numeric_features2: pyspark.sql.dataframe.DataFrame = [wordCount: integer, outDegree: integer ... 2 more fields]

Command took 0.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 20:59:10 on unknown cluster

Cmd 110

1 nf_selected = numeric_features2.columns

Command took 0.04 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 20:59:13 on unknown cluster

Cmd 111

1 va_selected = VectorAssembler(inputCols=nf_selected, outputCol="features'",handleInvalid="skip")

Command took 0.05 seconds -- by x161460818@student.ncirl.ie at 24/06/2020, 20:59:16 on unknown cluster

Figure 150: VectorAssembler
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Cmd 112
1 1lr_selected = va_selected.transform(final_data)
» & Ir_selected: pyspark.sqgl.dataframe.DataFrame = [review_id: string, wordCount: integer ... 12 more fields]

Command took 0.12 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 20:59:35 on unknown cluster

Cmd 113

1 1lr2_selected = scalerII.fit(lr_selected).transform(lr_selected)

» B Ir2_selected: pyspark.sql.dataframe.DataFrame = [review_id: string, wordCount: integer ... 13 more fields]

Command took 5.94 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 20:59:40 on unknown cluster

Figure 151: StandardScaler

33. Split into Train & Test and apply Logistic Regression (LR). Print Area Under a
Receiver Operating Characteristic Curve (AUC). The AUC is the default evaluation
metric in PySpark for Binary Classification

Cmd 114

1 train2, test2 = lr2_selected.randomSplit([0.8, 0.2], seed=348)

» B train2: pyspark.sql.dataframe.DataFrame = [review_id: string, wordCount: integer ... 13 more fields]

» B test2: pyspark.sql.dataframe.DataFrame = [review_id: string, wordCount: integer ... 13 more fields]
Command took 0.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 20:59:50 on unknown cluster

Cmd 115

1 logistic = LogisticRegression(labelCol="1label", featuresCol="scaledFeatures" ,maxIter=10)

Command took 0.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 20:59:52 on unknown cluster

Cmd 116

1 cmodel_lr = logistic.fit(train2)

Command took 6.93 minutes —- by x1614@818@student.ncirl.ie at 24/06/2020, 20:59:55 on unknown cluster

Figure 152: Logistic Regression (1 of 2)

Cmd 116

1 cmodel_1r = logistic.fit(train2)

Command took 6.93 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 20:59:55 on unknown cluster

Cmd 117
1 ctrain_predict = cmodel_lr.transform(train2)
» & ctrain_predict: pyspark.sql.dataframe.DataFrame = [review_id: string, wordCount: integer ... 16 more fields]

Command took ©.07 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:00:11 on unknown cluster

Cmd 118

1 ctest_predict = cmodel_lr.transform(test2)

» & ctest_predict: pyspark.sqgl.dataframe.DataFrame = [review_id: string, wordCount: integer ... 16 more fields]

Command took ©.07 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:21 on unknown cluster

Figure 153: Logistic Regression (2 of 2)
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Cmd 119

Py v=1x
1 cevaluator_lr = BinaryClassificationEvaluator(rawPredictionCol="rawPrediction")
Command took 0.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:22 on unknown cluster
Cmd 120
1 print("The area under ROC for train set is {}".format(cevaluator_lr.evaluate(ctrain_predict)))
2 print("The area under ROC for test set is {}".format(cevaluator_lr.evaluate(ctest_predict)))
The area under ROC for train set is 0.886199917984726
The area under ROC for test set is 0.8844026846552284
Command took 12.30 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:24 on unknown cluster
Figure 154: Logistic Regression Results (1 of 5)
34. Calculate Accuracy for LR model
Cmd 121
Pvv=x

1 caccuracy_val = ctest_predict.filter(ctest_predict.label == ctest_predict.prediction).count() /
float(ctest_predict.count())

Command took 12.23 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:26 on unknown cluster

Cmd 122

1 print(" The Accuracy Score is: ", caccuracy_val)

The Accuracy Score is: 0.8088373183309893

Command took 0.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:28 on unknown cluster

Figure 155: Logistic Regression Results (2 of 5)

35. Calculate True Positive (TP), True Negative (TN), False Positive (FP) and False
Negative (FN)

Cmd 123

1 ctp = ctest_predict[(ctest_predict.label == 1) & (ctest_predict.prediction == 1)].count()

Command took 6.21 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:29 on unknown cluster

Cmd 124

1 ctn = ctest_predict[(ctest_predict.label == @) & (ctest_predict.prediction == 0)].count()

Command took 6.20 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:32 on unknown cluster

Cmd 125

1 cfp = ctest_predict[(ctest_predict.label == @) & (ctest_predict.prediction == 1)].count()

Command took 6.39 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:33 on unknown cluster

Figure 156: Logistic Regression Results (3 of 5)
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Cmd 126

Py v =x
1 cfn = ctest_predict[(ctest_predict.label == 1) & (ctest_predict.prediction == 0)].count()
Command took 6.37 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:35 on unknown cluster
Cmd 127
1 print ("True Positives: ", ctp)
2 print ("True Negatives: ", ctn)
3 print ("False Positives: ", cfp)
4 print ("False Negatives: ", cfn)
5 print ("Total: ", ctest_predict.count())

True Positives: 3154
True Negatives: 3747
False Positives: 471
False Negatives: 1160
Total: 8532

Command took 6.50 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:37 on unknown cluster

Figure 157: Logistic Regression Results (3 of 5)

36. Calculate Recall, Precision and F1 score

Cmd 128

1 rl1 = float(ctp)/(ctp + cfn)
2 print("Recall: ", rl)

Recall: ©.7311080203987019
Command took 0.04 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:40 on unknown cluster
Cmd 129

1 pl = float(ctp)/(ctp + cfp)
2| print("Precisions: ", pl)

Precision: 0.8700689655172413

Command took 0.04 seconds -- by x16140818@student.ncirl.die at 24/06/2020, 21:11:42 on unknown cluster

Figure 158: Logistic Regression Results (4 of 5)

Cmd 130

1 F1 = 2%((rixpl)/(ri+pl))
2 print("F1 Score: ", F1)

F1 Score: 0.7945585086282907

Command took ©.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:11:45 on unknown cluster

Figure 159: Logistic Regression Results (5 of 5)

37. Next Cross Validation was implemented to try and improve on the test results. It should
be noted that MLflow tracks experiments but even though it was imported and had
worked on previous runs didn’t work on below attempt. The LR achieved slightly better
AUC on training and test so it was decided to continue with the LR model. If the number
of folds had been increased better results could have possibly been achieved but due to

time restrictions this was not possible.

61




Cmd 131

1 paramGrid = (ParamGridBuilder()\

2 .addGrid(logistic.elasticNetParam,[0.0,0.5,1.0])
3 .addGrid(logistic.maxIter,[1, 5, 10])\

4  .addGrid(logistic.regParam,[0.01,0.5,2.0])

5 Lbuild())

Command took 0.04 seconds -- by x16140818@student.ncirl.ie at 25/06/2020, 00:28:11 on unknown cluster

Cmd 132

1 cv = CrossValidator(estimator=logistic, estimatorParamMaps=paramGrid, evaluator= cevaluator_lr, numFolds=5)

Command took 0.04 seconds -- by x16140818@student.ncirl.ie at 25/06/2020, 00:28:12 on unknown cluster

Figure 160: Cross Validation (1 of 2)

Cmd 133
1 cvmodel = cv.fit(train2)

/databricks/spark/python/pyspark/ml/util.py:791: UserWarning: Can not find mlflow. To enable mlflow logging, insta

1l MLflow library from PyPi.
warnings.warn{_MLflowInstrumentation._NO_MLFLOW_WARNING)

Command took 1.49 hours -- by x16140818@student.ncirl.ie at 25/06/2020, 00:32:06 on unknown cluster

Cmd 134

1 train_cv =cvmodel.transform(train2)

» B train_cv: pyspark.sql.dataframe.DataFrame = [review_id: string, wordCount: integer ... 16 more fields]

Command took ©.17 seconds -- by x16140818@student.ncirl.ie at 25/06/2020, 00:32:13 on unknown cluster

Figure 161: Cross Validation (2 of 2)

Cmd 135

1 test_cv =cvmodel.transform(test2)

» B test_cv: pyspark.sql.dataframe.DataFrame = [review_id: string, wordCount: integer ... 16 more fields]

Command took 0.09 seconds -- by x16140818@student.ncirl.ie at 25/06/2020, 00:32:21 on unknown cluster

Cmd 136

1 print("The area under ROC for train set is {}".format(cevaluator_lr.evaluate(train_cv)))
2 print("The area under ROC for test set is {}".format(cevaluator_lr.evaluate(test_cv)))

The area under ROC for train set is 0.8843713651192983
The area under ROC for test set is 0.8821823617043585

Command took 12.87 minutes -- by x16140818@student.ncirl.ie at 25/06/2020, 00:32:39 on unknown cluster

Figure 162: Cross Validation Results
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38. Next the LR model was applied to the Review DataFrame containing over 8 million
reviews.

Cmd 137

Pr v —x
1 usefull5 = usefull@.withColumn("label", useful_convert("useful"))

» = useful15: pyspark.sql.dataframe DataFrame = [review_id: string, useful: long ... 14 more fields]

Command took 0.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:53:08 on unknown cluster

Cmd 138

1 usefull5.select("review_id").count()

Out[294]: 8021122

Command took 6.30 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 21:53:09 on unknown cluster

Figure 163: Logistic Regression Full Review DataFrame (1 of 4)

Cmd 139

1 numeric_featuresl = usefull5.select("wordCount","outDegree","pagerank","review_count')
2

» & numeric_features1: pyspark.sql.dataframe.DataFrame = [wordCount: integer, outDegree: integer ... 2 more fields]
Command took 0.10 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:53:11 on unknown cluster

Cmd 140

1 nfl = numeric_featuresl.columns

Command took 0.04 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:53:14 on unknown cluster

Cmd 141

1 vall = VectorAssembler(inputCols=nfl, outputCol="features", handleInvalid="skip")

Command took 0.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:53:17 on unknown cluster

Figure 164: Logistic Regression Full Review DataFrame (2 of 4)

Cmd 142
1 1lru = vall.transform(usefulls)
» & Iru: pyspark.sql.dataframe DataFrame = [review_id: string, useful: long ... 15 more fields]

Command took 0.14 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:53:22 on unknown cluster

Cmd 143

1 lrul = scalerII.fit(lru).transform(lru)

» Iru1: pyspark.sql.dataframe.DataFrame = [review_id: string, useful: long ... 16 more fields]

Command took 8.08 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 21:54:03 on unknown cluster

Figure 165: Logistic Regression Full Review DataFrame (3 of 4)
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Cmd 144
1 1lru2 = lrul.withColumn('label', lrul["label"].cast(IntegerType()))
» B Iru2: pyspark.sql.dataframe.DataFrame = [review_id: string, useful: long ... 16 more fields]

Command took 0.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 21:54:19 on unknown cluster

Cmd 145

1 datset2b = cmodel_lr.transform(lru2)

» B datset2b: pyspark.sql.dataframe.DataFrame = [review_id: string, useful: long ... 19 more fields]

Command took ©.10 seconds =-- by x16140818@student.ncirl.ie at 24/06/2020, 21:54:21 on unknown cluster

Figure 166: Logistic Regression Full Review DataFrame (4 of 4)

39. The Dataframe wads filtered for predictions equal to 1 i.e. Useful. The Review ID was
selected and merged with Review and Business fields to match format of Dataset 1

Cmd 146
1 dataset_1r = datset2b.filter(datset2b.prediction == 1)
» 2 dataset_Ir: pyspark.sql.dataframe.DataFrame = [review_id: string, useful: long ... 19 more fields]

Command took 0.12 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 22:36:54 on unknown cluster

Cmd 147

1 dataset_1lrl = dataset_lr.select('"review_id")

» 2 dataset_Ir1: pyspark.sql.dataframe.DataFrame = [review_id: string]

Command took 0.05 seconds -- by x16140818@student.ncirl.je at 24/06/2020, 23:35:40 on unknown cluster

Figure 167: Filter for Useful Reviews

Cmd 148
1 dataset_2u = dataset_lrl.join(review, on='"review_id", how='"inner")
» 2 dataset_2u: pyspark.sql.dataframe.DataFrame = [review_id: string, business_id: string ... 7 more fields]

Command took 0.05 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 23:35:55 on unknown cluster

Cmd 149

1 dataset2II = dataset_2u.join(bdl, on="business_id", how="inner")

» B dataset2ll: pyspark.sql.dataframe.DataFrame = [business_id: string, review_id: string ... 15 more fields]

Command took 0.06 seconds -- by x16140818@student.ncirl.ie at 24/06/2020, 23:36:04 on unknown cluster

Figure 168: Merge DataFrames
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40. Distribution of Star Rating

Cmd 150

1 display(dataset2II.groupBy('"stars").count().sort(desc("count")))

stars count
1 5 1015982
2 4 836528
3 3 467037
4 1 411088
5 2 278268

Showing all 5 rows.
B ou - &

Command took 9.20 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 23:36:21 on unknown cluster

Figure 169: Star Distribution

41. Apply Stratified Sampling to create Dataset 2

(nd 151

1 datasetla= dataset2lL.sampleBy("stars", fractions={1: 0.340559685517456, 2: 0.503112107752239, 3: 0.299762117348304, 4:
0.167358414781095, 5: 0.137797716888685}, seed=436)

¥ B dataset2a; pyspark.sql dataframe.DataFrame = [business id: string, review id: string ... 15 more fields]

Command took 0.12 seconds -- by x16140818¢student.ncirl.fe at 24/06/2020, 23:36:24 on unknown cluster

Figure 170: Stratified sampling Attempt 1 (1 of 2)

Cmd 152

1 display(dataset2a.groupBy("stars").count().sort(desc("count")))

stars count
1 |5 140399
2z |3 140319
3 2 140047
4 4 140035
5 |1 139733

Showing all 5 rows.
i = *

Command took 9.21 minutes -- by x16140818@student.ncirl.ie at 24/06/2020, 23:36:27 on unknown cluster

Figure 171: Stratified sampling Attempt 1 (2 of 2)
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42. While checking star distribution in Colab it was noticed that the Display function did
not calculate the star count correctly and therefore a pandas dataframe was used to see
correct output

Cnd 153

1 pd6 = dataset2a.toPandas()

» (1) Spark Jobs

/databricks/spark/python/pyspark/sql/types.py:1636: DeprecationWarning: Using or importing the ABCs from 'collections' instead of from 'collections.abc' is deprecated, an
d in 3.8 it will stop working
return pa.schema(fields)

Command took 11.63 minutes -- by x16140818@student.ncirl.ie at 67/08/2020, 19:

26 on Dataset

Cnd 154

1 pdé.groupby ("stars").count()

Out[138]:
business_id review_id  cool  date funny  text useful user_id address city latitude longitude name state categories review_count
stars
1.0 140591 140591 140591 140591 140591 140591 140591 140591 140591 140591 140591 140591 140591 140591 140480 140591
20 139406 139406 139406 139406 139406 139406 139406 139406 139406 139406 139406 139406 139406 139406 139387 139406
3.0 140333 140333 140333 140333 140333 140333 140333 140333 140333 140333 140333 140333 140333 140333 140319 140333
40 140640 140640 140640 140640 140640 140640 140640 140640 140640 140640 140640 140640 140640 140640 140630 140640
5.0 139943 139943 139943 139943 139943 139943 139943 139943 139943 139943 139943 139943 139943 139943 139935 139943
4
Command took 0.60 seconds -- by x16146818@student.ncirl.ie at 07/08/2020, 19:35:28 on Dataset
Cnd 155
1 dataset2b = dataset2II.sampleBy("stars", fractions={1: 0.339128080548853, 2: 0.505255836085344, 3: 0.299050803651049, 4: 0.166596829275834, 5: 0.137853843096231},
seed=436)
» B dataset2b: pyspark.sql.dataframe DataFrame = [business_id: string, review_id: string . 15 more fields]
Command took 0.4 seconds —— by x16146818@student.ncirl.ie at 87/88/2020, 20:84:51 on Dataset
Cnd 156
1 display(dataset2b.groupBy("stars").count().sort(desc("count")))
» (1) Spark Jobs
stars count
1 2 140652
2 8 140465
3 3 139959
4 4 139414
5 |1 139113
Showing all 5 rows.
B o4 - & P
Command took 9.47 minutes -— by x16146818@student.ncirl.ie at 07/08/2020, 17:57:09 on Dataset
Cnd 157
Pe v =x
1 pd4 = dataset2b.toPandas()
* (1) Spark Jobs
Command Lovk 11.60 minutes —- by x16140818@sludent.ncirl.ie al ©7/05/2020, 19:35:41 un Datasel
cnd 158
vl - %
1 pda.groupby ("stars") .count() <l oc
Out[141]:
business_id review_id cool date  funny text wuseful user id address city latitude longitude name state categories review_count
stars
1.0 139975 139975 139975 139975 139975 139975 139975 139975 139975 139975 139975 139975 139975 139975 139864 139975
20 139979 139979 139979 139979 139979 139979 139979 139979 139979 139979 139979 139979 139979 139979 139960 139979
3.0 139985 139985 139985 139985 139985 139985 139985 139985 139965 139985 139985 139985 139965 139985 139971 139965
4.0 140039 140039 140039 140039 140039 140039 140039 140039 140039 140039 140039 140039 140039 140039 140029 140039
5.0 139989 139989 139989 139980 139989 139989 139989 139989 139989 139989 139989 139989 139989 139989 139981 139989
4
Command took 0.60 seconds -- by x1614@8l8@student.ncirl.ie at 07/08/2020, 19:35:42 on Dataset

Figure 174: Stratified sampling Attempt 2 (2 of 2)
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Cmd 159

1 dataset2c = dataset2II.sampleBy("stars", fractions={1: 0.33918864995063, 2: 0.505331635830719, 3: 0.299082848241932, 4: 0.166550433083761, 5: 0.137864675320721},
seed=436)

» = dataset2c: pyspark sql.dataframe_DataFrame = [business_id: string, review_id: string .. 15 more fields]
Command took .03 seconds —— by x16140818@student.ncirl.ie at 07/88/2020, 20:04:59 on Dataset

Cnd 160

1 pd7 = dataset2c.toPandas()

» (1) Spark Jobs
Command took 12.88 minutes —- by x161406818@student.ncirl.ie at 07/88/2020, 20:05:04 on Dataset

Cnd 161
1 pd7.groupby("stars").count()

Out[146]:

business_id review_id cool date  funny text useful user_id address city latitude longitude name  state categories review_count

stars
1.0 140001 140001 140001 140001 140001 140001 140001 140001 140001 140001 140001 140001 140001 140001 139890 140001
20 140011 140011 140011 140011 140011 140011 140011 140011 140011 140011 140011 140011 140011 140011 139992 140011
3.0 140007 140007 140007 140007 140007 140007 140007 140007 140007 140007 140007 140007 140007 140007 139993 140007
40 139987 139987 139987 139987 139987 139987 139987 139987 139987 139987 139987 139987 139987 139987 139977 139987
5.0 139999 139999 139999 139999 139999 139999 139999 139999 139999 139999 139999 139999 139999 139999 139991 139999

Figure 175: Stratified sampling Attempt 3

43. Clean the text to transfer to candidate’s laptop

Cnd 162
1 d2 = dataset2c.withColumn("text", regexp_replace(col("text"), "[()&*-,1", ""))
» B d2: pyspark sql dataframe DataFrame = [business_id: string, review_id: string ... 15 more fields]

Command took 8.1 seconds -- by x16140818@student.ncirl.qe at 87/68/2020, 20:18:21 on Dataset

Cnd 163

1 d3 = d2.withColumn("text", regexp_replace(col("text"), "[\n\r]", " "))

v & d3: pyspark sql dataframe DataFrame = [business_id: string, review_id- string . 15 more figlds]

Command took 8.84 seconds -- by x16140818@student.ncirl.qe at 67/68/20208, 20:18:31 on Dataset

Figure 176: Clean Text

Cnd 164

1 d3.select("text").show(5,False)

» (1) Spark Jobs

|text

|Went there for dinner. Honestly I would not go back again. The food was good nothing special but the prices kinda high and the portions small. You have to order at least 3-4 items from

seafood meat veggies and apps to come close to feeling full. And don't forget the beer. And that's only for 2 people.

|

|Their work is good quality for moderate prices. Niki the owner is the best in terms of workmanship. The store however is generally very messy and the staff are rude and not accommodatin
g. They often quote you one price and charge more because they "quoted wrong" in the first place. Communication is also very challenging since everyone doesn't speak great English or Can
tonese Chinese so it would be hard to get your exact ideas accredited if you don't speak Mandarin Chinese. Appointment times usually run late as well so expect to start getting your nail
s done at 7:15 if you booked 6:30. Expect no apology for lateness...they aint about customer service there :S|

|This place is AMAZING! After Living in France for years I can assure you that this is the real deal. I cannot say enough wonderful things about this place and the owner. Absolutely the
best crepes in Vegas and in my opinion the best I have had in the US. Do yourself a favor and visit this place soon.

|

|If you are vegetarian or vegan Fern is an excellent choice for a good place to eat. My wife is vegan so I've eaten at Fern several times with her. Even though I'm not vegetarian I've<
Command took 9.93 minutes -- by x16148818@student.ncirl.ie at 87/88/2028, 20:35:03 on Dataset

Figure 177: Cleaned Text
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44. Write data to DBFS

S Cnd 166

1 d3.coalesce(1) write,csv(" [FileStore/datasets/d2,csv", header=True)

¥ (1) Spark Jobs

n Dataset

tudent.ncirl. e at

Connand took 13,44 minutes - by x1614

Figure 178: Write to Databricks File Store

45. To Transfer files from DBFS to local computer the following steps were taken. Click
Data

& creation - Databricks

0 & nty 1616 azuredatabricksnet/70=78 00k/1146444261672112fcom 1249 w ~Ph NDeeym

PORIAL  x1B14081

O ? Datasc &

ew Slandard»  &Permissions  ®RwAl  # Clearv E #Schedule  ® Commerts.  BRuns D Revision history

BFler @Eir @

|Their work s good quality for moderate prices. Niki the ouner is the best in terns of workmanship. The store hawever is generally very messy and the staff are rude and not accommodating. They often quote y

au one price and charge nore because they "quoted wrong" in the first place. Communication is also very challenging since everyone doesn't speak great English or Cantonese Chinese so it would be hard to get

&
ot your exact ideas accredited 1f you don't speak Mandarin Chinese. Appointment times usually run late as well s¢ expect to start getting your nails done at 7:15 1f you booked 6:30. Expect no apology for latene
ss...they aint about customer servica there :§|
@ [This place s AMAZING! After Living in France for years T can sssure you chal this is the real deal. T cannol say enough wonder ful Urings aboul Uris place end the owner. Absolulely Uhe best crepes in Vegas
and in my op*nion the best I have had in the US. Do yourself a favor and visit this place soon.
Wo e |
|Tf you are vegetarian or vegan Fern is an excellent choice for a good place to eat. My wife is vegan so I've esten at Fern several times with her, Even though I'm not vegetarian I've aluways been pleasantl
o y surprised at the variety and quality of food served at Fern. Some of their dishes are guite unique and rake it worth eating at Fern.

|As far as sushi franchises go I would say this was slightly above average, The rolls I had were good but nothing truly memorable. In fact I don't really remenber the names of the rolls we hadl I have had
worse but I have also had much better. Sushi-wise This is more like a bar that serves sushi and not necessarily a sushi restaurant in the strictest sense. We had lunch there but you could tell at night th
g is place turns into some swank club at nighttime. I have been told this was the place to be during happy hour due to their drink specials and super cheap rclls. I would venture to come back during a happy,
Data

43 on unknoun cluster

Figure 179: Connect to Data in DBFS
46. Add Data

reation - Databrcks

€)>C @ 04

m P n0eedB

zuredatabricksi

PORIAL M6140818@student.ncirie

Data 0 ? DiaMsc @

andard~ & Permissions RNAl A Clearv B # Schedu ® Commen's (@ RU DR
Bulisii Tables I i ®Run A = H Schedule B, Commen @Ruins  DRe

@ You need to create a cluster 0 You need to creafe a cluster
o access tables foaccess tables

Figure 180: Click Add Data

47. Click DBFS, FileStore, datasets, dataset one csv and part-000. Copy the highlighted
path for part-000. This needs to be done for Dataset 2 also.
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Figure 181: Dataset 1 File Path

48. The following URL was then used to start the download for Dataset 1 10
49. The following URL was then used to start the download for Dataset 2 11

The 2 Datasets have been created and next they were transferred to Colab for further processing

5 Data Pre-processing and Exploration Google Colabartory

Google Colab is free cloud-based environment for machine learning using Jupyter Notebook.
Colab provides free access to Tensor Processing Unit (TPU) and GPU. A limit of 12GB of
Radom Access Memory (RAM) is provided which unfortunately was not enough for running

the complete project. As a result, data pre-processing and data exploration was complete with
Colab.

2. The first step was to upload the two datasets from local drive to the Google Drive

website'?. Click New, File Upload and select the two recently download files from
DBFS

10 https://westeurope.azuredatabricks.net/files/datasets/d 1 .csv/part-00000-tid-
6779468043142743973-d656e740-31ad-4act-8135-75b0cal3ed3ac-2484-1-c000.csv

https://westeurope.azuredatabricks.net/files/datasets/d2.csv/part-00000-tid-
662439142231073286-bad7a3a4-8a45-4896-8737-cba2757ef271-145331-1-¢000.csv

12 https://drive.google.com/drive/u/0/my-drive
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Figure 182: Upload Data from Local

3. Go the Colab website'? and click File, New Notebook

Bom ~@¢ nDesdm =

e D A% kbt juoglesin

O Welcome to Colaboratory @ share 3 0

mn View Insert Runtme lools Felp
% + Code + Text & Copy to Drive Connect = £ Ediling A

= Table of contents

¢»  Geming starter

L What is Colabaratory?

Data science

Machine leaing , R . i
atlell Co'aboratory, or ‘Colab’ for short, allows you to writs and execute Python in your browser, with
Mon ces
& Zero configuration required
Machine leaming examples o Fiae socatits GPUs
Section * Easy sharing

Whether you're & student, a data scientist or an Al researcher, Calab can make your wark easier. Watch Introduction to Calab to find out more,

or just get started below!

Figure 183: Launch Notebook

4. Select Tensor Processing Unit (TPU) by clicking Runtime, Change Runtime Type,
select Hardware accelerator as TPU and then click save.

Untitiedipynb - Colaboratory X [IR3 0
[T 0 as b resesrch googlecom v O noDeeda =

) £ UntitledO.ipynb Bl commenmt 2% Share ) o

File Edit View mser:TooIs Help Al changes saved

+ Code + Text

Connect ~ J# Editing A
ol = 3 VI
3 o

Figure 184: TPU Set-up (1 of 2)

13 https://colab.research.coogle.com/notebooks/intro.ipynb
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Figure 185: TPU Set-up (2 of 2)

5. Once the TPU has been assigned the following Python code was run to process Dataset
1 further. Install necessary libraries.

0 1 Ipip install transfomers

[} Colleeting trensfomers

DoiLoading https://£1les. pythonosted. org/packages 21/ 3c/YledbfScde Tef322TbA L1 9200 checpd ELSESbL£01 P20 cIBOL0NTRLS cranstiommens-3.0. -pyd-none-any. bl

- L
e

Deomtuamans alunad motsafondy weponnts

[agal ik bomtband £ldior oplogng [Eann bupafoomaynl (009 0

Figure 186: Install Transformers Library

[ Just/local/Lib/pythond. 6/dist-packagesstatsmodels/tools/ testing.py:1: FutureWarning: pandes.util. testing is deprecated. Use the functions in the public AT at pandas. testing

1 import pandas 5 pd

1 dmport mumpy as op

3 mport seaborn 25 sns

4 fmport skleam

5 from sklearn.node] selection nport train test split
6 from matplotlib mport pyplot as plt

T fport transfomers

inport, pandas.util.testing &s tn

Figure 187: Import Libraries
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6. Mount Google Drive to access Dataset 1. Go to the URL link to copy authentication
code

° 1 from google.colab import drive
2 drive.nount ' /content/drive’)

[» Go to this URL in a browser: https://accounts.google.con/o/oauth?/auth?client id=047318989803-6bn6akbqdgfdndgdpteeéddinclbredi.apps. qoogleusercontent . comkredirect uri=ums3aiet

Enter your authorization code:

Mounted at /content/drive

[1 1datasetl = pd.read csv('/content/drive/My Drive/Colab Notebooks/Datasetl.csv', error bad lines=False)

[ D'skipping line 132689: expected 17 fields, saw 21\n'
fusr/local/1ib/oython3. 6/dist-packages/IPython/core/interactiveshell.py:2718: Dtypeiarning: Columns (7,11,12) have nixed types.Specify dtype option on import or set low memory=
interactivity=interactivity, compiler=compiler, result=result)

Figure 188: Mount Google Drive

7. Select text and stars, check for null values, convert star column to integer and display
star distribution

[ ] 1dl=datasetl[["text","stars"]].copy()

[1 1di['text'].isnull().sun()

Lo

[ 1 1di["stars"] = d1["stars"].apply(np.int)

[ ] 1starl = sns.countplot (dl.stars)
2 plt.xlabel ('Review Star Count');

oy
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100000
¥ B0

2

8
0000
000

20000

0

1 2 3 4 5
Review Star Count

Figure 189: Star Distribution

72




8. Reduce star rating by 1, rename stars column labels, split train & test and reset index

° 1d1["stars"] = (d1["stars"] - 1).copy()
+ Code b Text
[ 1 1dl=dl.rename(columns={'stars': 'labels'})

[1 1dl train, di test = train test split(dl, test size=0.0714299, random state=43)

[ ] 1dl train.reset index(drop=True)

G text labels
0 Came here on & Friday night because our first 1
1 Great location and close to everything! We had 3
2 All UPS stores aren' created equally they may... 1
3 | stopped here for a quick dinner with a frien... 3
4 This is a fun place for peaple of all ages. If... 3

Figure 190: Format Labels

9. Split the training dataset into training and validation. Display star distribution for
training, validation and testing and rest index

[ ] 1dl train, dl eval = train test split(dl train, test size=0.076925, random state=44)

[ 1 1stars= sns.countplot(dl_train.labels)
2 plt.xlabel ('Review Star Count')
3 plt.title('star Distribution');

G Star Distribution

0 i 2 3 4
Review Star Count

Figure 191: Training Star Distribution
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[ 1 1start = sns.countplot(dl eval.labels)
2 plt.xlabel ('Review Star Count')
3 plt.title('Star Distribution'};

C Star Distribution
10000 A
8000
. 600D
c
F
4000
2000
0
] 1 2 3 4
Review Star Count
Figure 192: Evaluation Star Distribution
E 1 1 star7 = sns.countplot (dl test.labels)

2 plt.xlabel ("Review Star Count')
3 plt.title('Star Distribution');

[ Star Distribution
10000
8000
. 6000
c
g
4000
2000
0
0 1 2 3 4
Review Star Count
Figure 193: Test Star Distribution
[ 1 1dl train.reset_index(drop=True)
G text labels
0 | was admittedly a bit skeptical about the Duc... 3
1 Came here for lunch on a weekday. Heard mostly... 2
2 This place is weird. It's in a beautiful old b_. 2

Figure 194: Reset Train Index
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[] 1dl eval.reset index(drop=True)

L text labels
0 Le service quoique sympathique est si lent que... 1
1 We went back for a second time really looking ... 2

2 My boyfriend and | visited this buffet on a Tu... 3

Figure 195: Reset Evaluation Index

[ 1 1dl test.reset index(drop=True)

b text labels
0 I really liked the beer and patio seating here... 3
1 | was very excited when | saw the 'Coming Soon. . 1
2 This gets a one star because there's nothing ... 0

Figure 196: Reset Test Index

10. Write train, validation and test to csv in Google Drive

[] 14l train.to csv('/content/drive/ty Drive/Dataset 1 files/dl train.csv',index=False, header=True)

[ 1dl eval.to csv('/content/drive/My Drive/Dataset 1 files/dl eval.csv',index=False, header=True)

[ ] 1dl test.to csv('/content/drive/My Drive/Dataset 1 files/dl test.csv',index=False, header=True)

Figure 197: Write to Google Drive

11. Import BertTokenizer, select text column of Dataset 1 and reset index

[ 1 1 from transformers import BertTokenizer

0 1 tokenizer = BertTokenizer. from_pretrained( 'bert-base-uncased',do_lower case=True)

> pownloading: 100% [ 232k/232k [00:00<00:00, 1.47MBYs]

[ 3 1 tokensl = dl[["text']].copy() .sample (n=500000)

[ 1 tokensl.reset index(drop=True)

G text
] This place is so good!ll They have quite the s
1 Tried this little French place last night for ..
2 It was soft opening the ordering was a disaste...

Figure 198: Bert Tokenizer

75




12. Token Distribution

[l

[]

[]

B

1 input ids = [
1 lengths = []

1 for sentences in tokensl.text:

2 encoded sent = tokenizer.encode

3 sentences,

4 add_special_tokens:True,

5 )

6 inmput ids.append(encoded sent)
lengths.append(len (encoded sent))

Streaning output truncated to the last 5000 lines.

Token indices sequence length is longer than the specified maximum sequence length for this model (688 > 512). Rumning this sequence through the model will result in indexing
Token indices sequence length is longer than the specified maximum sequence length for this model (544 > 512). Rumning this sequence through the model will result in indexing
Token indices sequence length is longer than the specified maximum sequence length for this model (516 > 512). Running this sequence through the model will result in indexing
Token indices sequence length is longer than the specified maximum sequence length for this model (737 » 512). Running this sequence through the model will result in indexing
Token indices sequence length is longer than the spscified maximum sequence length for this model (516 » 512). Running this sequence through the model will result in indexing
Token indices sequence length is longer than the specified maximum sequence length for this model (523 » 512). Running this sequence through the model will result in indexing

Figure 199: Token Function

13. Print Min, Max, Mean, Median and percentage of sentences over 512 Tokens and
display token distribution

B

K

1 print (" Min Length: {:} tokens'.format (min(lengths)))

! Max Length: {:,} tokens'.format (max(lengths)))

' Mean Length: {:,} tokens'.format (np.mean(lengths)))

4 print (" Median Length: {:,} tokens'.format (np.median(lengths)))

(
2 print (
3 print(
(
Min Length: 3 tokens

Max Length: 3,090 tokens

Mean Length: 149.%40786¢ tokens
Median Length: 109.0 tokens

1 number_trunc = sum(i »=512 for i in lengths)

2

3 mmber sent= len(lengths

4

5 percent = float (number trunc) / float (number sent)
6

7print('{:;} of {:,} sentences({:.1%}) in Dataset 1 are longer the 512 tokens.'.format (number trunc,mumber sent,percent))

13,065 of 500,000 sentences(2.6%) in Dataset 1 are longer the 512 tokens.

Figure 200: Token Distribution Statistics
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[1] 1 sns.set (style="darkgrid')

3 sns.set (font scale=1.5)

4 plt.rcParams["figure.figsize"] = (10,5)

6 lengthsl = [min(1l, 512) for 1 in lengths]
8 sns.distplot(lengthsl)
9
10 plt.xlabel ('Token Count')
11

12 plt.title('Token Distribution'):;

[ Token Distribution
0.007

0.006
0.005
0.004
0.003
0.002
0.001
0.000

0 100 200 300 400 500
Token Count

Figure 201: Token Distribution

14. The same process as above was applied to Dataset 2

6 Fine-grained Yelp Models

The 6 Fine-grained Yelp models were run using JupyterLab and Genesis Cloud. The
following steps were taken to set-up an Instance and run the models

1. Create Instance via Genesis Cloud website'*. Click Create New Instance

14 https://compute.genesiscloud.com/dashboard/instances
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Instances  History

Nickname Region Public IPv4 Private IPv4 Status Accelerator
b W compute

Instancad Thers are no instances yet

o Create New Instance

Learn more about instances
IH £ Type here wo search

Figure 202: Instance Webpage

2. Required information for Instance. Hostname, 2 GPU’s, Preconfigured image of
PyTorch 1.5, Password (remember to copy to notepad), Install NVIDIA GPU driver
430.50. When previous has been done click create instance.
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ot support to save
Hosmames @ Nickname* < Expected Hourly Costs: 120 USD
data-msc ) data-msc Beta phase Il (50% off) 0.60 USD
&l compute
1x Instance
Instances GPUs 2x
Select an Instance vCPUS 8x
iHIaEoR Memory 24 GiB
Type Disk 80 GiB
cpu apu
Volumes
Create Instance
NVIDIA@ 1080Ti L oo} @

Configuration

GPUS ® 2 1o NVIDIA® 1080Ti
2 Account v
- VCPUs ] 8/40 Intel® Silver up-to 3.00 GHz
Profile Memory ) 24 /120 GiB DDR4-2666
SSH Keys Disk @ 80/%0 ciB SSD
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Authentication
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Instance Configuration

Figure 203: Create New Instance (1 of 2)

& hccount v Instance Configuration

Install NVIDIA GPU driver 430.50

Note: the instalation will happen during the first minutes of your instance being active. Learn more.

Security Groups v

Figure 204: Create New Instance (2 of 2)

3. When the Instance is running copy [Pv4 without the SSH and open PuTTy. Paste the
copied IPv4 under Session Host Name. Click Tunnels. Under Source port enter 888
and Destination localhost:8888. Click Add and then open and then yes.
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Figure 205: Ipv4
&8 PuTTY Configuration ? * &8 PuTTY Configuration ? *
Category:
Basic options for your PuTTY session | i i Features P Options controlling S5H port forwarding
Specify the destination you want to connect to 3 W'n::w Port forwarding
o5t Hame (or IP addresa) Tort Be:::::ﬂ:e [ Local ports accept connections from other hosts
|ubuntu@134.61.20.71| | [22 | I [ Remote ports do the same (SSH-2 only)
; | [4- Selection Forwarded ports: Remove
=~ Window (O Baw (O Telnet (O Rlogin @ 55H (O Seral i i Colours
i 3 L8888  localhost:8888
- Appearance : = Connection
: Load, save or delete a stored session
- Behaviour - Data
... Tranalation Saved Sessions - Proxy
- Selection | | Telnet Add new forwarded port: .
- Colours Defaut Settings Tosd - Rlogin Source port
= Connection Froject = - S5H o s
. Dat i Ke Destination I localhost: 8888 I|
d Save %
- Prosy Host keys (®) Local () Remete O Dynamic
. Telnet Delete: Cipher (@ Ao O IPv4 O IPve
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[#- 55H TTY
el Cloze window on exit: A1
(O Aways (O Never (8 0Only on clean exit Turinels
Bugs
More bugs
About Help Open gancei About . Help Open gancei

Figure 206: PuTTY Configuration

4. When PuTTy opens paste the password previously copied and hit enter. After the
password has been accepted to start a browserless JupyterLab enter jupyter lab —no-
browser. The URL for accessing JupyterLab will now be generated but first open
command prompt and enter ssh -CNL localhost:8888:localhost:8888
ubuntu@194.61.20.71. The IP address at the end will change for every new Instance.
Enter the password and if correct JupyterLab has now been forwarded from a user
local machine to the Genesis Cloud GPU’s.
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Figure 207: PuTTy Server

5. After JupyterLab is connected the data stored in Drive needs to be uploaded using
Cliget. There are 6 files in total relating to train, evaluation and test data. Right click
on a file. Click Download, when the window appears do not click save. Check the
Cliget add-on in the top right-hand corner of the browser window. A number should
appear indicating that the add-on has generated the curl command. Repeat for the
remaining 5 files. Next go to JupyterLab and click terminal. Paste the curl commands
in the terminal. The data will be uploaded from Drive to Jupyter.

6. After the data has been transferred the 6 models are run. For the configuration
manual the code saved by W&B will be used as it good for reporting. The candidate
has included both the W&B python files and the Notebook files run in Jupyter for the
project. The code and results are displayed next

6.1 Experiment 1 ALBERT-base D1

Since the 31% of July PyTorch has been updated to 1.6. For running the models the candidate
used PyTorch 1.5 therefore if run after 31% a user must replace !pip install simpletransformers
with !pip install simpletransformers==0.45.5. Only the models used as part of the Demo
Video have been updated.
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!pip install transformers
!pip install simpletransformers
Ipip install wandb

!git clone https://github.com/NVIDIA/apex

cd apex

Ipip install -v --no-cache-dir --global-option="--cpp_ext"” --global-option= -cuda_ext” ./

import logging

import pandas as pd

from sklearn.metrics import accuracy_score, fT1_score

import wandb

from simpletransformers.classification import ClassificationArgs, ClassificationModel

wandb. login()

logging.basicConfig(level=logging.INFO)
transformers_logger = logging.getlogger("transformers"™)
transformers_logger.setlLevel(logging.WARNING)

# Preparing train data

train_df = pd.read_csv('/home/ubuntu/dil_train.csv’, error_bad_lines=False)
eval_df = pd.read_csv('/home/ubuntu/dl_eval.csv', error_bad_lines=False)
test_df = pd.read_csv('/home/ubuntu/dl_test.csv', error_bad_lines=False)

# Args for model

model_args2 = ClassificationArgs()
model_args2.evaluate_during_training = True
model_args2.evaluate_during_training_steps = 1000
model_args2.manual_seed = 4
model_args2.eval_batch_size = 32
model_args2.max_seq_length = 150
model_args2.train_batch_size = 64
model_args2.num_train_epochs = 3
model_args2.overwrite_output_dir = True
model_args2.reprocess_input_data = True
model_args2.best_model_dir = '/home/ubuntu/outputs2/best_model"
model_args2.output_dir = '/home/ubuntu/outputs2/output’
model_args2.cache_dir = '/home/ubuntu/outputs2/cache_dir"
model_args2.wandb_project = "Msc"
model_args2.wandb_kwargs = {"name”: "AlbertDl1_2"}
model_args2.n_gpu = 2

model_args2.use_early stopping = True
model_args2.early_ stopping _metric = "mcc”
model_args2.early_ stopping metric_minimize = False
model_args2.early_ stopping patience = 5
model_args2.learning_rate = 4e-5

# Create a TransjformerModel
model_a2 = ClassificationModel("albert", "albert-base-v2", use_cuda=True, num_labels=5, args=model_args2)

# Train the model
model_a2.train_model(
train_df,
eval df=eval_df,

accuracy= accuracy_score)

# Fvaluate the model
result, model_outputs, wrong_predictions = model_a2.eval_model(test,accuracy=accuracy_score)

wandb.log({ 'AlbertD1_2': result})

result, model_outputs, wrong_predictions = model_a2.eval_model(test_df, accuracy=accuracy_score)

print(result)
print(model_outputs)

wandb.log({ AlbertDl_2": result})

Figure 208: ALBERT-base D1 Code
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= Jupyterlab

ALBERT-base D1 | Msc - Weigh X

0 a

pwandb.ai/bro

ALBERT-base D1

[ & prvare
+
@ brownerss

finished
July 18th, 2020 at 11:25:17 pm
1m52s
browner55/Msc/2iq6a0i9
deep-learning-msc
Linux-5.0.0-41-generic-x86_64-with-debian-buster-sid
3.7.6
/usr/local/share/anaconda3/bin/python
git clone https://github.com/NVIDIA/apex
git checkout -b "ALBERT-base-D1" 3104fd59776a470a5dee30d573168cf9ab35h53

<python with no main file> -f /home/ubuntu/.local/share/jupyter/runtime/kernel-a8ce8503-310a-4f2b-8df9-c9310dca6799. json

GPUtype GeForce GTX 1080 Ti
0.9.3
Config Raw Summary
Learn more
> =

Name Value Name
adam_epsilon 1.000e-8 AlbertD1_2.accuracy
best_model_dir /home/ubuntu/outputs2/best_model AlbertD1_2.eval_loss
cache_dir /home/ubuntu/outputs2/cache_dir AlbertD1_2.mcc
custom_layer_parameters i confusion_matrix
custom_parameter_groups 0 pr
do_lower_case false roc
early_stopping_consider_epochs false
early_stopping_delta 0
early_stopping_metric mce
early_stopping_metric_minimize false
early_stopping_patience 5
encoding
eval_batch_size 32
evaluate_during_training true
evaluate_during_training_silent true "

Learn more

Value
0.6749
0.7661
0.5939
table-file
table-file

table-file

-

n @

Raw

O O O '0

00

Figure 209: ALBERT-base D1 Results
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6.2 Experiment 2 ALBERT-base D2

!pip install transformers
!'pip install simpletransformers=
!'pip install wandb

9.45.5

l [2]: dmport wandb

wandb.login()

True

import torch

Igit clone https://github.com/NVIDIA/apex

cd apex

Ipip install -v --no-cache-dir --global-option="--cpp_ext"” =--glebal-option="--cuda_ext"” ./

import logging

import pandas as pd

from sklearn.metrics import accuracy_score

from simpletransformers.classification import ClassificationArgs, ClassificationModel

logging.basicConfig(level=logging.INFO)
transformers_logger = logging.getlogger(“transformers™)
transformers_logger.setLevel (logging.WARNING)

# Preparing train data

train_dfl = pd.read_csv('/home/ubuntu/d2_train.csv', error_bad_lines=False)
eval_dfl = pd.read_csv( /home/ubuntu/d2_eval.csv', error_bad_lines=False)
test_df1 pd.read_csv('/home/ubuntu/d2_test.csv', error_bad_lines=False)

# Args for model
args4 = ClassificationArgs()

args4.evaluate_during_training = True
args4.evaluate_during_training_steps = 1000
args4.manual_seed = 4

args4d.eval_batch_size
args4.max_seq_length = 235

args4.train_batch_size = 64
args4.num_train_epochs = 3

args4.overwrite_ output_dir = True
args4.reprocess_input_data = True
args4.best_model_dir = '/home/ubuntu/outputs/best_model”
args4.output_dir = '/home/ubuntu/outputs/output’
args4d.cache_dir = ' /home/ubuntu/outputs/cache_dir"
args4.wandb_project = "Msc”

args4.wandb_kwargs = {"name": "AlbertD2"}
args4.n_gpu = 2

args4.use_early stopping = True

args4.early stopping metric = "mcc”
args4.early_stopping_metric_minimize = False
args4.early_stopping_patience = 5
args4.learning_rate = 4e-5

# Create a TransformerModel
model_a4 = ClassificationModel("albert”, "albert-base-v2", use_cuda=True, num_labels=5, args=args4)

# Train the model
model_a4d.train_model(
train_df1,
eval df=eval_df1,
accuracy= accuracy_score)

# Fvaluate the model
result4, model_ outputs4, wrong predictions4 = model_a4.eval model(test_dfl,accuracy=accuracy_score)

wandb.log({'AlbertD2': result4})

Figure 210: ALBERT-base D2 Code

84



= Jupyterlab

Albert-base D2 | Msc - Weight X

© a pwandb.ai/bro

Albert-base D2

[ & prvare
+
@ brownerss

finished

August 13th, 2020 at 9:47:11 am
8s

browner55/Msc/3pk2pk3j

ge-boring-noyce

Linux-5.0.0-41-generic-x86_64-with-debian-buster-sid

3.76

Jusr/local/share/anaconda3/bin/python

git clone https://github.com/NVIDIA/apex

git checkout -b "Albert-base-D2" 5d9bScbc2fblede525c067723d66F1827440c7a8

<python with no main file> -f /home/ubuntu/.local/share/jupyter/runtime/kernel-979e23b0-7541-478-a2dd-6d77df161a3d. json

GPUtype GeForce GTX 1080 Ti

09.4

-

n @

Config Raw Summary Raw
Name Value Name Value
adam_epsilon 1.000e-8 AlbertD2.accuracy 0.6839
best_model_dir /home/ubuntu/outputs/best_model AlbertD2.eval_loss 0.7418
cache_dir /home/ubuntu/outputs/cache_dir AlbertD2.mcc 0.605
custom_layer_parameters i confusion_matrix table-file
custom_parameter_groups i pr table-file
dataloader_num_workers 6 roc table-file =
do_lower_case false
carly_stopping_consider_epochs false
early_stopping_delta 0
early_stopping_metric_minimize false
early_stopping_patience 5
encoding =
eval_batch_size 32
evaluate_during_training true "

Figure 211: ALBERT-base D2 Results
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6.3 Experiment 3 ELECTRA-base D1

!pip install transformers
!pip install simpletransformers
!pip install wandb

import wandb

wandb.login()

True

import torch

lgit clone https://github.com/NVIDIA/apex
cd apex

Ipip install -v --no-cache-dir --global-option="--cpp_ext"” --global-option="--cuda_ext"” ./

import logging

import pandas as pd

from sklearn.metrics import accuracy_score

from simpletransformers.classification import ClassificationArgs, ClassificationModel

logging.basicConfig(level=1logging.INFO)
transformers_logger = logging.getlLogger("transformers™)
transformers_logger.setlLevel(logging.WARNING)

# Preparing train data

train_df = pd.read_csv('/home/ubuntu/dl_train.csv', error_bad_lines=False)
eval_df = pd.read_csv('/home/ubuntu/dl_eval.csv', error_bad_lines=False)
test_df = pd.read_csv('/home/ubuntu/dli_test.csv', error_bad_lines=False)

# Args for model
model_argsll = ClassificationArgs()

model_argsll.evaluate_during_training = True
model_argsll.evaluate_during_training_steps = 1eee
model_argsill.manual_seed = 4

model_argsill.eval_batch_size =32
model_argsll.max_seq_length = 150

model_argsill.train_batch_size = 64
model_argsll.num_train_epochs = 3

model_argsill.overwrite output_dir = True
model_argsll.reprocess_input_data = True
model_argsll.best model_dir = '/home/ubuntu/outputs/best model"
model_argsill.output_dir = '/home/ubuntu/outputs/output’
model_argsll.cache_dir = '/home/ubuntu/outputs/cache _dir’
model_argsil.wandb_project = "Msc”
model_argsil.wandb_kwargs = {"name": "ELECTRA D1"}
model_argsll.n_gpu = 2

model_argsll.use_early_stopping = True
model_argsll.early_stopping_metric = "mcc”
model_argsll.early_stopping_metric_minimize = False
model_argsll.early_stopping_patience = 5
model_argsill.learning_rate = 4e-5

# Create a TransformerModel
modelll = ClassificationModel("electra”™, "google/electra-base-discriminator”, use_cuda=True, num_labels=5,

# Train the model
modelll.train_model(
train_df,
eval_df=eval_df,
accuracy=accuracy_score)

# Evaluate the model
resultll, model_outputsll, wrong_predictionsll = modelll.eval_model(test_df,accuracy=accuracy_score)

wandb.log({ ELECTRA D1': resultill})

Figure 212: ELECTRA-base D1 Code
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0 a pwandb.ai/bro fsc/runs, overview? bro 5 v N @

® ELECTRA-base D1 i
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+
@ brownerss

finished

July 22nd, 2020 at 3:20:00 pm

55

browner55/Msc/2ow5uhuu

deep-learning-msc
Linux-5.0.0-41-generic-x86_64-with-debian-buster-sid
376

/usr/local/share/anaconda3/bin/python

git clone https://github.com/NVIDIA/apex

git checkout -b "ELEC 2 5b 439b5ze7bde
<python with no main file> -f /home/ubuntu/.local/share/jupyter/runtime/kernel-c477132b-9af7-458c-a8e7-86a1583a7105. json

GPUtype GeForce GTX 1080 Ti

0.9.3
Config Raw Summary Raw
> = =
Name Value Name Value
adam_epsilon 1.000e-8 ® ELECTRA DL.accuracy 0.6792
best_model_dir /home/ubuntu/outputs/best_model ELECTRA DL.eval_loss 0.7448
cache_dir /home/ubuntu/outputs/cache_dir ELECTRA DL.mcc 0.5992
custom_layer_parameters i confusion_matrix table-file
custom_parameter_groups i pr table-file
do_lower_case false =
early_stopping_consider_epochs false
early_stopping_delta 0
early_stopping_metric mcc
early_stopping_metric_minimize false
early_stopping_patience 5
encoding
eval_batch_size 32
evaluate_during_training true
evaluate_during_training_silent true "

Figure 213: ELECTRA-base D1 Results
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6.4 Experiment 4 ELECTRA-base D2

[1]: Ipip install transformers
!'pip install simpletransformers=
Ipip install wandb

import wandb

wandb.login()

True
import torch
!git clone https://github.com/NVIDIA/apex

cd apex

!pip install -v --no-cache-dir --global-option="--cpp_ext" --global-option -cuda_ext" ./

import logging

import pandas as pd

from sklearn.metrics import accuracy_score

from simpletransformers.classification import ClassificationArgs, ClassificationModel

logging.basicConfig(level=logging.INFO)
transformers_logger = logging.getlogger("transformers")
transformers_logger.setlLevel (logging.WARNING)

# Preparing train data

train_dfl = pd.read_csv('/home/ubuntu/d2_train.csv', error_bad_lines=False)
eval_dfl = pd.read_csv("/home/ubuntu/d2_eval.csv', error_bad_lines=False)
test_dfl = pd.read_csv( /home/ubuntu/d2_test.csv’', error_bad_lines=False)

# Args for model
model_argsl2 = ClassificationArgs()

model_args12.evaluate_during_training = True
model_argsl12.evaluate_during_training_ steps = 10006
model_argsl12.manual_seed = 4

model_argsl2.eval batch_size =32
model_argsl2.max_seq_length = 235
model_argsil2.train_batch_size = 64
model_argsl2.num_train_epochs 3
model_argsil2.overwrite_output_dir = True
model_argsil2.reprocess_input_data = True

model_argsl2.best_model_dir = '/home/ubuntu/outputs/best_model"
model_argsl2.output_dir ' /home/ubuntu/outputs/output”
model_argsl2.cache_dir = '/home/ubuntu/outputs/cache_dir"
model_args1l2.wandb_project = "Msc”
model_args12.wandb_kwargs = {"name”: "ELECTRA D2"}
model_argsl2.n_gpu = 2

model_args12.use_early stopping = True
model_args12.early stopping metric = "mcc™
model_argsl12.early stopping metric_minimize = False
model_argsl2.early stopping_ patience = 5
model_argsl2.learning_rate = 4e-5

# Create a TransjformerModel
modell2 = ClassificationModel("electra”, "google/electra-base-discriminator”, use_cuda=True, num_labels=5,

# Train the model
modell2.train_model (
train_df1,
eval_df=eval_df1,
accuracy=accuracy_score)

# Evaluate the model
resultl12, model_ outputsl2, wrong_predictions12 = modell2.eval model (test_df1,accuracy=accuracy_score)

wandb.log({'ELECTRA D2': resulti2})

Figure 214: ELECTRA-base D2 Code
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= Jupyterlab X ELECTRA-base D2 | Msc - Weie X

0 a pwandb.ai/bro fsc/runs) overvie ace browner55 v N @

® ELECTRA-base D2 i

[ & prvare
+
@ brownerss

finished

August 12th, 2020 at 5:46:56 pm

8s

browner55/Msc/321fjyyo

data-msc

Linux-5.0.0-41-generic-x86_64-with-debian-buster-sid

3.7.6

/usr/local/share/anaconda3/bin/python

git clone https://github. con/NVIDIA/apex

git checkout -b "ELECTRA-base-D2" 5d9bSchc2fbOede525c067723d66f1827440c7a8
<python with no main file> -f /home/ubuntu/.local/share/jupyter/runtime/kernel-3eac4f75-5096-43bc-9585-b805F 1eaa038. json

GPUtype GeForce GTX 1080 Ti

0.9.4
Config Raw Summary Raw
> = =
Name Value Name Value
adam_epsilon 1.000e-8 ® ELECTRA D2.accuracy 0.6822
best_model_dir /home/ubuntu/outputs/best_model ELECTRA D2.eval_loss 0.8643
cache_dir /home/ubuntu/outputs/cache_dir ELECTRA D2.mcc 0.6029
custom_layer_parameters i confusion_matrix table-file
custom_parameter_groups i pr table-file
dataloader_num_workers 6 roc table-file =
do_lower_case false
carly_stopping_consider_epochs false
early_stopping_delta 0
early_stopping_metric_minimize false
early_stopping_patience 5
encoding =
eval_batch_size 32
evaluate_during_training true "

Figure 215: ELECTRA-base D2 Results
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6.5 Smaller Bert D1

L 1: !pip install transformers
Ipip install simpletransformers
Ipip install wandb

import wandb
wandb.login()
True

import torch

!git clone https://github.com/NVIDIA/apex

cd apex

Ipip install -v --no-cache-dir --global-option="--cpp_ext" --global-option="--cuda_ext"” ./

import logging

import pandas as pd

from sklearn.metrics import accuracy_score

from simpletransformers.classification import ClassificationArgs, ClassificationModel

logging.basicConfig(level=1logging.INFO)
transformers_logger = logging.getlLogger("transformers")
transformers_logger.setlevel (logging.WARNING)

# Preparing train data

train_df = pd.read_csv('/home/ubuntu/dl_train.csv’', error_bad_lines=False)
eval _df = pd.read_csv('/home/ubuntu/dl_eval.csv', error_bad_lines=False)
test_df = pd.read_csv('/home/ubuntu/dl_test.csv', error_bad_lines=False)

# Args for model

args7 = ClassificationArgs()
args7.evaluate_during_training = True
args7.evaluate_during_training_steps = 1000
args7.manual_seed = 4

args7.eval_batch_size =32
args7.max_seq_length = 150

args7.train_batch_size = 64
args7.num_train_epochs = 3
args7.overwrite_output_dir = True
args7.reprocess_input_data = True
args7.best_model_dir = '/home/ubuntu/outputs/best_model"
args7.output_dir = '/home/ubuntu/outputs/output’
args7.cache_dir = '/home/ubuntu/outputs/cache_dir"
args7.wandb_project -

args7.wandb_kwargs = {"name": “"BertMinD1"}
args7.n_gpu = 2

args7.use_early stopping = True
args7.early_stopping_metric = "mcc”
args7.early_stopping_metric_minimize = False
args7.early stopping_patience = 5
args7.learning_rate = 4e-5

args7.do_lower_case = True

# Create a TransjformerModel

# Train the model
model_a7.train_model(
train_df,
eval df=eval df,
accuracy= accuracy_score)

# Evaluate the model
result?7, model_outputs?7, wrong_predictions7 = model_a7.eval_model(test_df,accuracy=accuracy_score)

wandb.log({ 'BertMinD1"': result7})

model a7 = ClassificationModel("bert", "google/bert uncased L-1@ H-768 A-12", use cuda=True, num_labels=5,

Figure 216: Smaller Bert D1 Code

90



" lupyterlab X Smaller BERT D1 | Msc - Weig: X R

ppwandbaai/bre en w PR NDe ¢ad@

® Smaller BERT D1 i

8 PRIVATE

+
Q browners5
finished
July 30th, 2020 at 3:49:05 pm
Ts
browner55/Msc/rmegp432
gc-elated-hypatia
Linux-5.0.0-41-generic-x86_64-with-debian-buster-sid
3.7.6
Jusr/local/share/anaconda3/bin/python
git clone https://github. con/NVIDIA/apex
git checkout -b "Smaller-BERT-D1" 459de22d59c64e30fd4b368c368c5h74e263F3dd
<python with no main file> -f /home/ubuntu/.local/share/jupyter/runtine/kernel-d5a57472-3a9c-40c0-aad5-31ed977443al . json

GPUtype GeForce GTX 1080 Ti

0.9.4
Config Raw Summary Raw
Learn more Learn more
> E =
Name Value Name Value
adam_epsilon 1.000e-8 a BertMinD1.accuracy 0.6719
best_model_dir /home/ubuntu/outputs/best_model BertMinD1.eval_loss 0.912
cache_dir /home/ubuntu/outputs/cache_dir BertMinD1.mcc 0.5901
custom_layer_parameters 0 confusion_matrix table-file
custom_parameter_groups i} pr table-file
dataloader_num_workers 6 roc table-file =
do_lower_case true
early_stopping_consider_epochs false
early_stopping_delta 0
early_stopping_metric mcc
early_stopping_metric_minimize false
early_stopping_patience 5
encoding
eval_batch_size 32
evaluate_during_training true v

Figure 217: Smaller Bert D1 Results
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6.6 Experiment 6 Smaller Bert D2

[ ]: !pip install transformers
Ipip install simpletransformers==0.45.5
!pip install wandb

import wandb

wandb.login()

True

import torch

Igit clone https://github.com/NVIDIA/apex
cd apex

Ipip install -v --no-cache-dir --global-option="--cpp_ext"” --global-option="--cuda_ext"” ./

import logging

import pandas as pd

from sklearn.metrics import accuracy_score

from simpletransformers.classification import ClassificationArgs, ClassificationModel

logging.basicConfig(level=1logging.INFO)
transformers_logger = logging.getlLogger("transformers™)
transformers_logger.setlLevel(logging.WARNING)

# Preparing train data

train_dfl = pd.read_csv('/home/ubuntu/d2_train.csv', error_bad_lines=False)
eval_df1l = pd.read_csv('/home/ubuntu/d2_eval.csv', error_bad_lines=False)
test_dfl = pd.read_csv('/home/ubuntu/d2_test.csv', error_bad_lines=False)

# Args for model

model_args5 = ClassificationArgs()
model_args5.evaluate_during_training = True
model_args5.evaluate_during_training_steps = 1000
model_args5.manual_seed = 4

model_args5.eval_batch_size =32
model_args5.max_seq_length = 235
model_args5.train_batch_size = 64
model_args5.num_train_epochs = 3
model_args5.overwrite_output_dir = True
model_args5.reprocess_input_data = True
model_args5.best_model_dir = ‘/home/ubuntu/outputs/best_model"’
model_args5.output_dir = '/home/ubuntu/outputs/output"’
model_args5.cache_dir = '/home/ubuntu/outputs/cache_dir"’
model_args5.wandb_project = "Msc"
model_args5.wandb_kwargs = {"name"”: "BertMin2"}
model_args5.n_gpu = 2

model_args5.use_early_stopping = True
model_args5.early_stopping_metric = "mcc”
model_args5.early_ stopping_metric_minimize = False
model_args5.early_stopping_patience = 5
model_args5.learning_rate = 4e-5
model_args5.do_lower_case = True

# Create a TransformerModel

# Train the model

model_a5.train_model(
train_df1,
eval_df=eval_df1,
accuracy= accuracy_score)

# Evaluate the model
result, model_outputs, wrong_predictions = model_aS.eval_model(test_dfl,accuracy=accuracy_score)

wandb.log({ 'BertMinD2': result})

model_a5 = ClassificationModel("bert"”, "google/bert_uncased_L-12_H-512_A-8", use_cuda=True, num_labels=5,

a

Figure 218: Smaller Bert D2 Code
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[ & prvare
+
@ brownerss

crashed

August 12th, 2020 at 6:18:37 pm

5h22m 46s

browner55/Msc/450aTezu

data-msc

Linux-5.0.0-41-generic-x86_64-with-debian-buster-sid

376

/usr/local/share/anaconda3/bin/python

git clone https://github.com/NVIDIA/apex

git checkout -b "Smaller-BERT-D2" 5d9b5cbc2fble0e525c067723d6611827440cTa
<python with no main file> -f /home/ubuntu/.local/share/jupyter/runtime/kernel-3eac4f75-5096-43bc-9585-bB05 1eaad38. json

GPUtype GeForce GTX 1080 Ti

0.9.4
Config Raw Summary Raw
> = =
Name Value Name Value
adam_epsilon 1.000e-8 ® Training loss 0.3659
best_model_dir /home/ubuntu/outputs/best_model accuracy 0.6788
cache_dir /home/ubuntu/outputs/cache_dir eval_loss 0.8303
custom_layer_parameters i} global_step 24000
custom_parameter_groups i graph_0 graph-file
dataloader_num_workers 6 Ir 0.000006245 =
do_lower_case true mec 0.5986
early_stopping_consider_epochs false train_loss 0.3659
early_stopping_delta 0
early_stopping_metric_minimize false
early_stopping_patience 5
encoding
eval_batch_size 32
evaluate_during_training true

Figure 219: Smaller Bert D2 Results

7 Conclusion

By utilizing the information above the process of implementing the candidates project can be
achieved. It should be noted that due to the randomness of Neural Networks the exact results
may not be achieved. To control this the candidate used manual seed for the Simple
Transformers library however the candidate didn’t realize that another library used randomness
also. Therefore, there will be a slight difference in the results achieved to the Technical Report
when the code is re-run. Finally, the project on Weights and Biases has been made public until
the end of September and can be viewed here!”.

15 https://app.wandb.ai/browner55/Msc?workspace=user-browner53
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