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Configuration Manual

Manu Mishra
x18127347

1 Introduction

Configuration Manual provides an extensive description of the environment setup for
the Research Project. This includes the system configuration, details of programming
language used, description of libraries and packages used.

This document also provides discussion of results of different tests being used in the
research. Some relevant information, graphs and output metrics, which were a part of
implementation and the relevant work, are also included in this report. The reason
for including such information in the Configuration Manual is that these details were
not included in the main Research Report but are worth considering for relevance and
discussion.

Therefore, these details are a part of this manual. The discussions in the Research
Report which have relevant information mentioned in the Configuration Manual have
been properly referenced for the ease of understanding.

2 Specification of Experimental Environment

2.1 System Specifications

The research has been carried out on the local machine which has the following config-
uration:

• Operating System: Windows 10, 64 bit

• Processor: Intel R© CoreTM i5, 8th Generation, 1.80 GHz

• Installed Memory (RAM): 12 GB
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2.2 Technical Specifications

Following software environments and programming languages are used in the research:

1. R 1

• Version 3.5.2

• RStudio 1.1.463 2 is used as an Integrated Development Environment (IDE) for R.

• The following packages in R are used in the research project:

– vars 3

– urca 4

– tseries 5

– forecast 6

2. Python 7

• Version 3.7.4

• Jupyter Notebook 6.0.2 on Anaconda 1.9.7 is used as a platform for Python.

• The following packages in Python are used in research project:

– Pandas 0.25.3 8

– Numpy 1.17.3 9

– Scikit-learn 0.21.3 10

– Keras 1.0.8 11

– Matplotlib 3.1.1 12

– Tensorflow 1.13.1 13

1https://www.r-project.org/
2https://rstudio.com/
3https://cran.r-project.org/web/packages/vars/vars.pdf
4https://cran.r-project.org/web/packages/urca/urca.pdf
5https://cran.r-project.org/web/packages/tseries/tseries.pdf
6https://cran.r-project.org/web/packages/forecast/forecast.pdf
7https://www.python.org
8https://pandas.pydata.org/
9https://numpy.org/

10https://scikit-learn.org/stable/index.html
11https://keras.io/
12https://matplotlib.org/
13https://www.tensorflow.org/install/
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2.3 Data Sources

1. Unemployment Rate of France14 : Monthly time series data for unemployment
rate for France is downloaded from Statistical Data Warehouse - European Central Bank
for 36 years, starting from January 1983 to December 2018. The series level information
is given in below figure:

Figure 1: Data Source Information-Unemployment Rate

2. Inflation Rate of France15 : Monthly time series data for inflation rate for
France is downloaded from Statistical Data Warehouse - European Central Bank for 23
years, from January 1996 to December 2018. The series level information is provided
below:

Figure 2: Data Source Information-Inflation Rate

14https://sdw.ecb.europa.eu/quickview.do?SERIESKEY = 132.STS.M.FR.S.UNEH.RTT000.4.000
15http://sdw.ecb.europa.eu/quickview.do;jsessionid=4D1C7FE561D95E47067811B20DF8CD8B?SERIESKEY =

122.ICP.M.FR.N.000000.4.INX
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3 Related Work

Unemployment Rate in France and Germany:

France has comparatively higher unemployment in youth, as compared to Germany(Guillaume
et al.; 2019). This is represented in figure 1.

Figure 3: Youth Unemployment Rate by age and education(Guillaume et al.; 2019)

Relevance of Phillips Curve in present times:

It can be seen that there has been a symbolic decrease in the slope of Phillips Curve
during 1980 to mid-1990 and since then, has remained stable around 0.5. Referring to the
coefficient of inflation in figure 3, it maintained a value less than 1 during the mid-1990s
and then began to descend to limit around the value of zero during the current times.
Therefore, it can be said that there has been a shift from influence of unemployment rate
over variations in inflation.
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Figure 4: Estimated coefficient of the unemployment gap in G7 countries(Berson et al.;
2018)

Figure 5: Estimated coefficients of past inflation in G7 countries(Berson et al.; 2018)
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4 Model Implementation and Evaluation

4.1 Vector Autoregressive Model

• Converting Time Series into time-series object

The time series of unemployment rate is converted into time-series object to ease
the implement time-series analysis.

Figure 6: Converting unemployment rate to time-series object
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The time series of inflation rate is converted into time-series object to ease the
implement time-series analysis.

Figure 7: Converting inflation rate to time-series object
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• Check for seasonality

As per figure 8 and 9, both the seasonal plots confirms the absence of seasonal
component in unemployment rate series.

Figure 8: Seasonal plot for unemployment rate

Figure 9: Seasonal plot for unemployment rate
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Both the seasonal plots for series of inflation rate confirms the absence of seasonal
component.

Figure 10: Seasonal plot for inflation rate

Figure 11: Seasonal plot for inflation rate
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• Check for lag length: Lag length is selected as 2 because it has the minimum
value for the information criteria.

Figure 12: Lag length selection
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• Check for stationarity: Augmented Dickey Fuller (ADF) test (Dickey and Fuller;
1981)is used to check stationarity of both the time series. The hypothesis for the
test are:

– Null Hypothesis : There is presence of a unit root.

– Alternate Hypothesis : There is no unit root and staionarity exists.

p-value for unemployment rate is 0.2641, which is greater than significance level of
0.005. Therefore the series is non-stationary.

Similarly, p-value for inflation rate is 0.6085, which is greater than the significance
level of 0.05. This confirms that the series is non-stationary.

Figure 13: ADF test on both the time series
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• Creating Differenced Series:

Figure 14: ADF test on both the differenced time series

The p-value of unemployment rate is 0.03789, which is less than 0.05, which confirms
that the series is stationary after first differencing. For inflation rate, p-value is less
than 0.01, which is less than significance level of 0.05. Therefore, the inflation rate
is stationary after first differencing.

The plots for differenced series for unemployment rate and inflation rate is shown
below:
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Figure 15: First Differencing - Unemployment Rate

Figure 16: First Differencing - Inflation Rate
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• Lag length selection for differenced series:

Lag length is selected as 1 because it has the minimum value for the information
criteria.

Figure 17: Lag length selection on differenced series

• Check for Cointegration:

For first hypothesis, test statistic is less than value at significance level of 5%. For
second hypothesis, test statistic is less than value at significance level of 5%. This
confirms the absence of cointegration.

Figure 18: Output for Cointegration Test
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• Check for Causality: The output of Granger Causality Test (Granger and New-
bold; 1974) on both the variables shows that both variables do not explain the
variation in each other.

Figure 19: Output for Causality Test of unemployment granger causes inflation

Figure 20: Output for Causality Test of inflation granger causes unemployment
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• Check for Autocorrelation in both the time series: Check for individual
autocorrelation tests on both the differenced series shows weak correlations.

Figure 21: Autocorrelation Test on differenced unemployment rate

Figure 22: Autocorrelation Test on differenced inflation rate
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4.2 Long Short-Term Memory

• LSTM forecast of Time Series - Normal Split of Train and Test: The below
given figures shows the forecast plot by LSTM network on normal data split into
train and test. Figure 23 for unemployment rate and figure 24 for inflation rate
represents values of the variables on Y-axis and the length of the series on X-axis.
In the forecast plot, the blue curve represents the actual values while the red curve
represents the forecasted values.

Figure 23: Unemployment Rate forecast plot for LSTM - Normal Split

Figure 24: Inflation Rate forecast plot for LSTM - Normal Split
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• LSTM forecast of Time Series - Cross Validation: The below given figures
(Figure 25 for Unemployment Rate and Figure 26 for Inflation Rate)shows the
forecast plot by LSTM network on the basis of cross-validation in time-series, where
the blue curve represents actual values and red curve represents forecast values. Y-
axis shows the value of variables and X-axis represents the length of series. As per
(Hyndman; 2016), the train set data always appear before the train set data, in
terms of their appearance in the original series.

Figure 25: Unemployment Rate forecast plot for LSTM - Cross Validation

Figure 26: Inflation Rate forecast plot for LSTM - Cross Validation
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