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1. Introduction 

 
The purpose of this document is to give a brief information about the steps involved in 

implementing this project. The aim of this project was to evaluate the performance of a classifier 

in predicting corporate bankruptcy using a novel data pre-processing technique involving a 

feature selection strategy and a resampling strategy. The second objective was to compare the 

performance with few other classifiers and evaluate which model gave better prediction 

performance. The tools and techniques that were used for achieving the specified objectives 

have been mentioned in the remaining part of this manual. 

 

2. System Specifications 

 
The system configuration on which this research project has been carried out is mentioned 

below: 

 
• Operating System: Windows 10 Home 
• Installed Memory (RAM): 8.0 GB 
• Hard Drive: 1024 GB HDD 

• Processor: Intel® Core™ i5-3337U CPU @ 1.80GHz 
 

3. Tools/Technologies 

 
For implementing this project, Python programming language has been used whereas Jupyter 

Notebook has been used as the Integrated Development Environment (IDE). The visualizations 

have been performed on Tableau. The specific versions of respective platform/language is 

mentioned below: 

 
• Python 3.7.2 

• Jupyter Notebook Server v. 6.0.2 

• Tableau Desktop v. 2018.2.0 64-bit 



4. Environment Setup 

 
The initial and foremost step in the execution of the project is the installation of the required 

platform and languages. 

 Python has been downloaded and installed using the following link. 1 

 

 
 Jupyter has been installed by following the installation guide given on following link2. To 

start the Jupyter Notebook, we need to enter following command in CMD prompt. 

 

 
 After execution of complete project, the results were visualized using a visualization 

software, Tableau, the steps for downloading and installation is given in following link.3 

 

5. Data Collection 

 
Data for this project has been collected from UCI Machine Learning Repository4 which is a public 

repository. The data description is given as below: 

 
 

1 https://www.python.org/downloads/release/python-372/ 
2 https://jupyter.org/install 
3 https://www.tableau.com/products/desktop/download 
4 https://archive.ics.uci.edu/ml/datasets/Polish+companies+bankruptcy+data 

https://www.python.org/downloads/release/python-372/
https://jupyter.org/install
https://www.tableau.com/products/desktop/download
https://archive.ics.uci.edu/ml/datasets/Polish%2Bcompanies%2Bbankruptcy%2Bdata


 

 

• The dataset contained 64 financial attributes and a dichotomous categorical variable 

depicting the class of company whether bankrupt or non-bankrupt. 

 

Attribute Information: 

X1 net profit / total assets 
X2 total liabilities / total assets 
X3 working capital / total assets 
X4 current assets / short-term liabilities 
X5 [(cash + short-term securities + receivables - short-term liabilities) / (operating expenses - 
depreciation)] * 365 
X6 retained earnings / total assets 
X7 EBIT / total assets 
X8 book value of equity / total liabilities 
X9 sales / total assets 
X10 equity / total assets 
X11 (gross profit + extraordinary items + financial expenses) / total assets 
X12 gross profit / short-term liabilities 
X13 (gross profit + depreciation) / sales 
X14 (gross profit + interest) / total assets 
X15 (total liabilities * 365) / (gross profit + depreciation) 
X16 (gross profit + depreciation) / total liabilities 
X17 total assets / total liabilities 
X18 gross profit / total assets 
X19 gross profit / sales 
X20 (inventory * 365) / sales 
X21 sales (n) / sales (n-1) 
X22 profit on operating activities / total assets 
X23 net profit / sales 
X24 gross profit (in 3 years) / total assets 
X25 (equity - share capital) / total assets 
X26 (net profit + depreciation) / total liabilities 



X27 profit on operating activities / financial expenses 
X28 working capital / fixed assets 
X29 logarithm of total assets 
X30 (total liabilities - cash) / sales 
X31 (gross profit + interest) / sales 
X32 (current liabilities * 365) / cost of products sold 
X33 operating expenses / short-term liabilities 
X34 operating expenses / total liabilities 
X35 profit on sales / total assets 
X36 total sales / total assets 
X37 (current assets - inventories) / long-term liabilities 
X38 constant capital / total assets 
X39 profit on sales / sales 
X40 (current assets - inventory - receivables) / short-term liabilities 
X41 total liabilities / ((profit on operating activities + depreciation) * (12/365)) 
X42 profit on operating activities / sales 
X43 rotation receivables + inventory turnover in days 
X44 (receivables * 365) / sales 
X45 net profit / inventory 
X46 (current assets - inventory) / short-term liabilities 
X47 (inventory * 365) / cost of products sold 
X48 EBITDA (profit on operating activities - depreciation) / total assets 
X49 EBITDA (profit on operating activities - depreciation) / sales 
X50 current assets / total liabilities 
X51 short-term liabilities / total assets 
X52 (short-term liabilities * 365) / cost of products sold) 
X53 equity / fixed assets 
X54 constant capital / fixed assets 
X55 working capital 
X56 (sales - cost of products sold) / sales 
X57 (current assets - inventory - short-term liabilities) / (sales - gross profit - depreciation) 
X58 total costs /total sales 
X59 long-term liabilities / equity 
X60 sales / inventory 
X61 sales / receivables 
X62 (short-term liabilities *365) / sales 
X63 sales / short-term liabilities 
X64 sales / fixed assets 



6. Implementation: 

 
The complete code for this project is available on the following GitHub repository: 

https://github.com/shantanudeshpande94/bankruptcy-prediction 

The various processes involved in the implementation of this project are discussed step by step 

below- 

 

A] Data Preparation and Storage 

 
The data folder contained individual files that have been separated in five classification cases based 

on the forecasting period. 

 
• All the files were in an ARFF format and to use it for further study, an openly available 

Python code5 has been used to convert it into CSV format. 

• For this study, the data file ‘5th Year’ has been used that contained financial attributes from 

5th year and the class label showing bankruptcy status after a year. 

• We set the seed first for our code here as this will preserve the data samples and the results 

that will be obtained. 

• The data file was then stored in CSV format on Github and then imported in GitHub using 

the below code. 

 

 

B] Exploratory Data Analysis 

 
Before beginning with our pre-processing stage, it is important to understand the dataset so that 

 
5 https://github.com/haloboy777/arfftocsv 

https://github.com/shantanudeshpande94/bankruptcy-prediction
https://github.com/haloboy777/arfftocsv


we are aware of the further steps to be undertaken as part of cleaning and preprocessing. 

 
• To check the class distribution, a bar graph was plotted which gives a clear picture about 

the number of instances in both the classes. The seaborn package was imported for this. 

 

 
• As the dataset consisted of 64 variables, there can be a possibility that few of these 

variables may be correlated with each other. This may reduce the performance of the 

model and also increase the computational time and resources. Thus, the 

multicollinearity test was performed using the following code- 

 



• Further, individual variables were explored in more detail for missing values and 

skewness using pandas_profiling package. The code for the same is mentioned below- 

 

 

C] Data Cleaning 

 
Before proceeding with the model building phase, we must clean our data and perform 

transformations so that the model can give optimum performance. The various steps involved in 

this activity include converting datatype of variables, removal of duplicate rows, dropping 

variables with high multicollinearity, removing columns with large number of missing values and 

imputing missing values with mean in rest of the columns etc. The code for each step is shown in 

the below images- 

 
• Replace special characters (‘?’) with NA values 

 

• Converting all variables to numeric datatype 
 

 
• Dropping duplicate rows, imputing missing values by mean, removing columns with high 

multicollinearity 



 
 

• Feature Selection using Random Forest: 

 
One of the novel approach we have followed is the use of Random forest feature 

selection technique for reducing the number of features. The packages used for 

implementing this are RandomForestClassifier and SelectFromModel. The code is 

mentioned below- 

 
 



 
 
 

 

D] Modelling 

 
This is the most important phase of the data mining process. To address the issue of class 

imbalance, a rarely used SMOTEENN resampling technique has been used on 4 different 

classifiers each time with Stratified K fold cross validation. To evaluate the improvement in 

results, same models are implemented without SMOTEENN resampling. The packages and codes 

are mentioned below one by one- 

 
• SMOTEENN + Random Forest Classifier 

Packages used: 

o StratifiedKFold 

o SMOTEENN 

o Cross_val_score 

o recall_score 

o accuracy_score 

o confusion_matrix 

o RandomForestClassifier 



 
 

 
 

• SMOTEENN + Decision Tree 

Packages Used: 

o DecisionTreeClassifier 



 
 

• SMOTEENN + K Nearest Neighbour 

Packages Used: 

o Neighbours 

o KNeighborsClassifier 



• SMOTEENN + AdaBoost 

Packages Used: 

o AdaBoostClassifier 

o LabelEncoder 

 

 
• Similarly, these models were built without performing SMOTEENN. The code for one of 

the model, Random Forest, is shown below. Similar type of code was written for other 

classifiers as well without SMOTEENN. 

 



Further to the implementation of all the models, the performance of these models was evaluated 

based on different metrics. These metrics were chosen based on literature review and were 

compared with one another visually by plotting a bar graph. The code for which is given below- 

 
• Accuracy Plot 

 
• Sensitivity Plot 

 
• Specificity Plot 

 
• Geometric Mean of Specificity & Sensitivity Plot 



 

7. Conclusion 

 
Through the information mentioned in the above sections, the complete implementation process 

of this project has been explained in a concise, detailed and sequential manner. The necessary 

packages that were required have also been mentioned wherever they were used and the entire 

code has been published on GitHub repository, the link for which is mentioned in the 

Implementation section. 
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