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Corporate Bankruptcy Prediction using Machine
Learning Techniques

Shantanu Deshpande
x18125514

Abstract

Corporate bankruptcy has been a cause of concern for business stakeholders
including the management, investors etc. since last few decades and has been of
interest among the researchers worldwide. It is not enough to rely on a single
predictive model due to the vast number of factors responsible for bankruptcy and
thus the challenge lies in identifying only the key factors that are more responsible.
Another major hurdle is the high class imbalance within the data which hinders
the model’s performance. Though there are numerous techniques that have been
previously explored which include Decision Trees, SVM, Neural Networks etc. with
different pre-processing strategies, we further take this research forward by using
a novel combination of a Random Forest feature selection technique along with
SMOTEENN hybrid resampling technique on Polish Bankruptcy dataset. Further
we implement four classifiers, Random Forest, Decision Tree, KNN and AdaBoost
on the transformed data and evaluate each model’s performance. The results show
that under our proposed strategy, Random forest classifier showed highest accuracy
of 89% whereas overall AdaBoost model performed better with Recall 73% and
Geometric Mean as 80%.

1 Introduction

Among the creditors, investors, employees and management there is one common and
major cause of concern i.e. Bankruptcy. It is a term used to signify a company that has
no operational source of money to operate the business and is in no position to repay the
debts it owes to its creditors. It is a difficult situation to be in as the company comes
down to a stand-still state and leaves the employees and suppliers/customers in a high &
dry state. Increased competitors and uncertainty in the global economy these days can
be a cause to drive large organizations towards bankruptcy. The recent example being
that of the British travel company, Thomas Cook which suddenly declared bankruptcy
and left 21,000 people out of work and million dollars of investor money down the drains.
Thus, it is impossible to overstate the damage caused in terms of the financial loss.
Corporate bankruptcy propagates recession and also negatively impacts the economy of
a country (Bernanke; 2015). Prediction of bankruptcy is of high importance in terms of
the ability of economic decision-making as all types of companies, be it large or small,
concerns investors, local people within the community, industry participants and thus it
influences the policy makers as well as the global economy. The economy of a country is
largely dependent on the performance of the corporate sector, hence at times it becomes
very important for a creditor to validate the financial indicators and thereby predict the
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probability of bankruptcy. Such type of decisions can not only affect the development of
a company but also the development of a country’s economy.

The global financial crisis faced by several countries worldwide in the recent years is
an indication that a timely and credible bankruptcy model is required. The two main
approaches followed globally to predict the possibility of a company’s bankruptcy are:
Structural approach wherein the attributes of the firm and also the interest rates are care-
fully examined and thus the probability of default is predicted with the use of data mining
methods. The statistical methods have been explored in detail by Balcaen and Ooghe
(2006) and in addition to this Kumar and Ravi (2007) have explored intelligent techniques
as well in conjunction with statistical techniques to predict the rate of bankruptcy. Dif-
ferent methodological approaches using multidimensional analysis and generalized linear
models have already been explored in this field. But mainly because of the growing
abundance of data, linear models are not reliable enough and also not effective in terms
of identifying the relationship among the economic indicators. In the last couple of dec-
ades we have seen the use of machine learning and artificial intelligence for determining
the corporate bankruptcy prediction.

Most of the studies in this field have made use of accounting-based variables as well as
market-based variables that are in numeric format. It is well understood that a company’s
bankruptcy status is not dependent on a few factors but on a diverse set of attributes
which makes it difficult to accurately predict the odds. The numerical attributes may
consist of the sales, purchases, assets, liabilities, EBIT, trading data, earning per share
etc. Despite knowing the importance of predicting bankruptcy, utilizing the right attrib-
utes to improve the prediction performance and decrease computational time and cost
is required at present. Secondly, the presence of non-bankrupt companies is tremendous
and on the other hand only a handful of companies go bankrupt although these hand-
ful of companies are enough to disrupt several industries and the economy as a whole.
Dealing with this kind of class imbalance is a challenging part as without proper plan
and execution, the model would be biased towards the majority class i.e. non-bankrupt
companies. In order to build an effective prediction model it is important to tackle these
two dilemmas appropriately.

Hence, the research question for this study will be - Can we improve the corpor-
ate bankruptcy prediction performance using a novel combination of a feature extraction
technique and a resampling technique as compared to the state-of-the art techniques?

In this study, we have focused on the pre-processing and data transformation phase
which is infact one of the most important phases of a data mining process. The aim is to
use an appropriate feature selection technique in conjunction with a resampling technique
and subsequently the transformed data will then be fed to few machine learning models
and have their performances compared with that in the previous literature. In feature
selection technique, we study the relationship of each variable with the dependent variable
using a set of algorithms and identify and keep only those that show strong relationship
and are useful for prediction. Whereas resampling techniques are used in order to balance
an imbalanced dataset.

2 Related Work

One of the main challenging part of dealing with the bankruptcy prediction problem is
the problem of class imbalance. As we know the fact that there are tens and thousands
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of non-bankrupt companies worldwide that may be stable and performing well but on
the other hand there are only a handful of bankrupt companies. Even though their count
is small, these bankrupt companies can disrupt the country as a whole in terms of the
economic loss and also create financial crisis among the investors and lenders. To address
the issue of class imbalance in machine learning models, there exists several techniques
that have also been explored by the researchers in the previous studies. The literature in
this section will give us a general understanding of how well these techniques are suitable
in the bankruptcy prediction problem.

2.1 Dealing with Class Imbalance

In a study conducted by Le et al. (2019) the authors have used two techniques in con-
junction to address the issue of class imbalance. The authors have developed a hybrid
approach using cost-sensitive learning and oversampling technique on the Korean bank-
ruptcy dataset. Firstly, oversampling module is used with an optimal balancing ratio to
figure an ideal performance on the validation set. Secondly, CBoost algorithm is used
as a cost-sensitive learning model for bankruptcy prediction. There were 307 bankrup-
ted firms and 120048 non-bankrupt fims in the dataset thus making a balancing ratio of
0.0026. Oversampling technique adds synthetic data to the minority class thus improv-
ing prediction accuracy although it comes with few disadvantages. As it makes exact
copies of existing minority samples, the model is likely to be overfit. Also it increases
the number of training examples and thereby increasing the training time along with the
amount of memory required for holding the training set. For oversampling, SMOTE-
ENN technique has been used that generates synthetic minority samples that are based
on the feature similarities between the minority class. Further, CBoost algorithm is used
to make clusters of the majority class. This approach was then applied on following
methods: Bagging, AdaBoost, Random Forest, Multilayer Perceptron. The evaluation
metrics used were AUC and Gmean. The use of oversampling did improve the results
however this study lacked the use of feature selection methods.

Alrasheed et al. (2017) also explored the use of oversampling techniques to imrove
bankruptcy prediction accuracy. The minority class in this case was randomly duplicated
to a certain percent of the majority class. Three different feature selection techniques
were used for chosing the best features, Mutual Information, Random Forest Genetic
algortithm. The outcome of above techniques were fed to machine learning algorithms like
Neural Network, decision trees, logistic regression, K-nearest neighbour, support vector
machine and random forest and these models were evaluated based on ROC AUC, F1
score, Precision and Recall. Overall the results showed that oversampling does improve
the prediction performance.

In another study by Le (2018) five oversampling techniques have been studied on the
bankruptcy prediction problem namely, SMOTE, Adaptive synthetic sampling, Borderline-
SMOTE, SMOTE+TOMEK and SMOTE+ENN. Korean dataset containing firms fin-
ancial ratios was chosen for the study and the following models were implemented after
oversampling, Random Forest, Decision Tree, Multi-layer Perceptron and SVM. The eval-
uation metric used was AUC and results showed that SMOTE+ENN on Random Forest
model achieved the best AUC of 84%.

Most of the studies are focssed on companies that are listed on stock market but there’s
a large chunk of small-and-medium scale companies that are not much studied . In an
interesting study by Zori et al. (2019), the authors have tagetted such companies of Slovak
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region as they represent a significant part of an economy. The chosen dataset had 21
financial ratios and been bifurcated based on their sector- manufacture, retail, agriculture,
construction. Three one-class classification methods were adopted: an isolation forest, a
one-class SVM and a least-squares approach to anomally detection. The results showed
that model based on one-class LSAD achieved prediction score between 76% to 91% based
on the evaluation year. Resampling techniques and cost based learning for dealing with
imbalanced dataset has not been used in this study and the author mentioned them as
future research areas. Also, the use of feature selection techniques has been strongly put
forward by the author as an interesting area for future work.

Further in a study performed by Faris et al. (2019) the problem of highly imbalanced
class distribution is tackled by using hybrid approach that is a combination of SMOTE
and ensemble methods. Not only resampling techniques but also the authors have used
five different feature selection techniques to figure out the most important attributes for
bankruptcy prediction on a dataset that consisted of Spanish companies . Two variations
of SMOTE, ADASYN Borderline-SMOTE has been used and the feature selection tech-
niques used were, Correlation feature selection (CFS), ReliefF, Information Gain (IG),
Classifier attribute evaluator (CAE) and lastly Correlation attribute evaluator. The above
preprocessed dataset was then thouroughly used to build model using different algorithms
like KNN, decision tree, Naive bayes, artificial neural network and ensemble methods like
Boosting, bagging, Random forest, Rotation forest, DECORATE. The evaluation met-
rics used were Accuracy, GMean and AUC. Results showed that SMOTE with AdaBoost
ensemble achieved highest accuracy of 98% but with a type2 error of 45% and Gmean
0.73. The author suggests to explore cost-sensitive learning approachs in the future. Also
data from few other financial sources can be explored in the future.

The study conducted by Le (2018) proposes the use of cluster based boosting al-
gorithm known Cboost along with Instance Hardness threshold (IHT) that is normally
used for removing the noise instances. The Cboost algorithm is used for dealing with
the imbalance within the classes. A Korean bankruptcy dataset is used in this case and
Cboost prediction model is built after resampling. The results showed that the proposed
framework achieved an AUC of 87% and outperformed some of the existing methods such
as GMBoost algortithm (Kim et al.; 2014) and also a method that used the SMOTEENN
(Le; 2018) as the oversampling method.

Further the issue of bankruptcy has been studied by Veganzones and Séverin (2018)
where the authors have used Random Forest algorithm to predict the rate of bankruptcy.
The importance of having an appropriate dataset for training the model, the right machine
learning tools and other factors like feature selection/imbalance issues are highlighted in
this study. The financial reports have been individually extracted for 50 bankrupt and
50 non-bankrupt companies and Genetic algorithm has been used for selecting the most
important features. Further an ensemble of Decision trees i.e. Random forest is used for
building the model and the results showed that the model was successful to some extent
regarding the predictions however due to the limited nature of data the model is not
reliable and need to be studied further.

A Geometric mean based boosting algorithm has been used in a study performed by
Kim et al. (2014) to resolve the data imbalance problem. This algorithm considers both
the minority and majority class as during the calculation of accuracy and error rate it
uses the geometric mean of the two classes. The results are compared with cost-sensitive
boosting and AdaBoost. The dataset used in this study was gathered from Korean
commercial bank. The number of bankrupt companies were 500 whereas non-bankrupt
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were 2500 with 30 financial ratios considered. To verify the performance of GMBoost
algorithm, two different data samples were constructed with five sample groups (1:5,1:3,
1:20,1:1,1:10) and then experiments using CostBoost, GMBoost and AdaBoost have been
performed on those imbalanced datasets. For the second stage, in order to generate new
bankruptcy data, SMOTE algorithm has been used and the newly generated sample sets
are applied on SMOTE-SMBoost, SMOTE-CostBoost and SMOTE-Boost. The results
showed promising performance by GMBoost with high prediction performance.

2.2 Supervised Machine Learning techniques for bankruptcy
prediction

The study conducted by Barboza et al. (2017) takes the research on this topic to a
next level by comparing machine learning models with the statistical models and thereby
assess which methodological approach is better. A balanced dataset was chosen and the
predictor variables were liquidity, profitability, leverage, productivity and asset turnover.
The techniques that were implemented included bagging, boosting, Random forest, ANN,
SVM with two kernels (linear and radial basis), logistic regression and MDA. Results
showed that traditional statistical models underperformed than machine learning models.
A major limitation of this study is that there was no use of any feature selection technique
which is a standard approach nowadays.

Similar to the previous studies, in a study by Rustam and Saragih (2018) the authors
have also explored the use of ensemble based model ie Random forest for predicting bank-
ruptcy for Turkish companies. The dataset consisted of 20 financial ratios. The primary
advantage of using this technique is that it is able to handle numerical variables, binary
variables and categorical variables without any requirement of scaling. The evaluation
metric used was accuracy and the model achieved accuracy of 94% with all features and
96% with 6 features.

Extending the previous studies, Geng et al. (2014) have used the KDD methodology
to implement several classifiers namely, neural network, decision tree and support vector
machine. The dataset used for this study contained 31 financial indicators dated 3-4 years
prior to the companies receiving bankruptcy notice. Numerous models were built based on
statistical probabilistic theory, namely, CR tree, DT, NN, C5.0, logit , bayes probability,
SVM DA. Models built on SVM, C5.0, NN outperformed other techniques and were
further used for data mining process. The evaluation metrics used were Accuracy, Recall
and Precision. Results showed that the model built on neural network showed higher
prediction accuracy than SVM and DT i.e. 78%. The authors used various train-test
splits and notably the results varied significantly thus proving that prediction accuracy
is also dependent on the ratio of train-test split.

A prediction model that is based on SVM has been proposed by Ding (2008). The
author has made use of grid-search technique along with 10fold CV for identifying best
parameter value. A-share market data of two Chinese cities has been chosen containing
the financial ratios of 250 firms. The results of RBF SVM were better than MDA and
BPNN.

A detailed survey of some of the common data mining techniques used on bankruptcy
prediction problem have been performed by Devi and Radhika (2018). The techniques
considered in this study ranged from statistical methods to machine learning techniques.
Also machine learning algorithms based on meta-heuristic optimization that are used to
improve prediction accuracy have also been discussed. The evaluation metrics considered
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were accuracy, sensitivity, specificity and precision. Apache Mahout tool has been used
for the data mining process and from this it was observed that SVM-PSO achieved the
highest metrics performance with accuracy of 95%, specificity of 95% and precision of
94%.

In a study performed by Behr and Weinblat (2017) the authors have performed a com-
parison of three data mining techniques, logit, decision trees & random forest on balance
sheet data of several countries, namely, Italy, Germany, France, Britain, Portugal and
Spain covering 446,464 firm statements. No specific resampling technique was performed
by the author and the metrics used for evaluation were Accuracy, specificity, sensitivity
and the precision. The results showed that logit model outperformed the decision tree
model and the random forest model outperformed both the decision tree & the logit
model.

With the use of financial ratios as attributes, a similar study has been carried out by
Ayyadevara and Ayyadevara (2018). The authors have applied Random forest model and
used a feature selection technique called Genetic algorithm for chosing the features that
most influence the bankruptcy prediction problem. The process includes analysing the
non-linear relationship among the financial indicators and further to this classifying them
as influential ratio or non-influential ratio. To identify the most influencing features, five
bankruptcy prediction models were taken into consideration. To address the problem of
high variance in decision tree, Bootstrap Aggregation has been used. The drawback of
this study is that a very limited dataset of only 14 companies companies was chosen with
80:20 train-test split. Though the model is successful in predicting bankruptcy in some
cases, however due to the limited nature of the chosen dataset, there is no guarentee of
a strong prediction rate.

In a review paper published recently by Shi and Li (2019), the authors have done
a thorough study of all the existing techniques that have been deployed in this area.
The key observations from this were, firstly, the topic of bankruptcy prediction is of
growing interest especially after the global financial crisis in 2008. Secondly, there is
hardly any co-authorship in this area as no top researchers worked in collaboration in
last few decades. The author highlights the importance of collaboration and how it can
improve the research in this field if influencers collaborate. Thirdly, the most frequently
used models in this area are Neural Network and Logistic regression (Logit). Although
in the recent years one can observe the use of innovative methods to tackle this problem
due to the advancements in the field of computer science and artificial intelligence.

2.3 Existing studies on corporate bankruptcy prediction in Po-
land

A study conducted recently by Linnga (2018) have used similar dataset as used by Naidu
and Govinda (2018) i.e. bankrupt/non-bankrupt status and financial statement of Polish
companies. The authors have used a type of Artificial neural network (ANN) known
as Jordan Recurrent Neural Network on the financial ratios. The activation function
used is a logistic sigmoid function whereas that for the output signal is linear function.
The model achieved the best prediction performance when trained with 5 neurons in the
hidden layer and the accuracy in this case was 81%.

The study by Naidu and Govinda (2018) also shows the use of bankruptcy data of
Polish companies which consists of 10008 non-bankrupt and 495 banrupt companies and
applied artificial neural network and random forest. These techniques have also been used
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by Geng et al. (2014). The activation function used in the artificial neural network model
was sigmoid and bootstrap aggregating technique was used for training the model. From
the feature size of 64, only three features were selected: EBIT, liquidity and solvency.
Random Forest technique was also implemented however it showed a high degree of error,
5%.

In a literature study conducted by Prusak (2019) the authors attempt to review the
previous studies on bankruptcy prediction in Poland. The aim is to understand the level
of advancement in the research conducted to predict bankruptcy in Poland and where
does this stand in terms of the global trends. the key observations have been that a wide
number of sectors like logistics, meat, manufacturing, trade, transport, construction,
farms etc. have been explored on this topic and particularly the research started during
the period of 1990’s a bit of delayed as compared to the studies conducted on United
States region. This was because the initial interest among the researchers arose only
after the initial bankruptcies that started taking place after 1990. One of the most
popular and widely used model was developed by Altman. Although there is still doubt
among researchers on the impact and usefulness of using the tools and techniques that
are described in this study. Hence as a part of future work, the author suggests to focus
on the importance on such tools and methods that might be beneficial in improving the
predictive performance.

After having gone through the recent literature work in this area, it has been found
that numerous techniques have been studied on this topic and this topic has been of
specific interest to the researchers globally. The studies evolved from statistical methods
to the recent use of machine learning models and deep learning techniques to improve
performance of the model however the challenging part is the multitude of factors that can
lead a company to bankruptcy and the distribution of the data. Thus, in the current work,
we will explore the topic beyond existing literature and use feature selection technique
along with resampling technique on various machine learning models.

3 Methodology

The two most common approaches for planning a data mining project that are followed
by industry experts are CRISP-DM (Cross Industry Process for Data Mining) and KDD
(Knowledge Discovery in Databases). Another modelling approach known as SEMMA
is mostly used by SAS enterprise miner. CRISP-DM covers complete modelling process
in six steps whereas KDD approach involves nine steps & also based on Shafique and
Campus (2014) CRISP-DM is more complete than SEMMA hence in this study, we will
be using CRISP-DM as our research methodology.

The architecture and the process flow is shown in figure 1

3.1 Business Understanding

The foremost objective before beginning any project is to gather the complete objective
of the project. The primary aim of this research is to predict the possibility whether a
company is on the verge of bankruptcy or not based on various financial indicators of
the company like the profit, sales, assets etc. Thus the objective of this work is to build
a predictive bankruptcy model that will be useful for investors/creditors, management
and employees and which can alert them about any potential bankruptcy threat over a
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Figure 1: CRISP-DM Methodology

company in the near future. As observed in the previous literature work, the main con-
straint surrounding this problem is that there are thousands of non-bankrupt companies
globally and only a handful of bankrupt companies hence it is difficult for the model to
learn & train itself based on the limited information about the bankrupt cases.

Secondly, there are multitude of factors that are responsible for bankruptcy and not
just few. Another objective of this study is to identify the most important financial
attributes that drive a company towards bankruptcy. This research would be a positive
step ahead in the field of bankruptcy prediction and will be beneficial for a wide number
of people globally.

3.2 Data Understanding

The next phase in the CRISP-DM process is understanding the data. Before building
a prediction model having a proper understanding of its components is critical without
which it is almost possible to build a reliable model. The required data may be available
across multiple sources however fetching data from few of them may be unethical. Also
the data available on few sources may be unreliable therefore extraction of data from a
reliable source and that too ethically requires considerable amount of time.

For proceeding with this research, we require the financial ratios of companies of a
particular region over a certain period of time which includes bankrupt and non-bankrupt
cases. Thus, the data source and dataset that has been used is described below:

UCI Machine Learning Repository: The chosen dataset consists of Polish companies
and is hosted by UCI Machine Learning Repository for free. The reason for choosing
Polish companies is because Poland is the sixth largest economy in the European Union
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and as per McKinsey’s 1 report in 2015, Poland will become Europe’s new growth engine
by 2025. The dataset consists of 5910 instances i.e. financial statements within which 410
instances represented the bankrupt companies and 5500 represented the non-bankrupt
companies. Depending on the forecasting period, five different classification cases have
been distinguished. We will be using the data of 5th year i.e. it contains the financial
statements from the fifth year of the forecasting period and the relevant class label that
indicates the status of bankruptcy after one year. There are in all 64 numerical attributes
which are ratios derived from the net profit, liabilities, working capital, EBIT etc. The
complete dataset can be downloaded from URL2

3.2.1 Data Exploration

One of the quickest method to explore and understand the data is with the help of
visualizations. The results of exploring data visually can be powerful in terms of compre-
hending the structure of the data, the way the values are scattered, and the presence of
any correlation within the dataset. Therefore, the findings of Polish bankruptcy dataset
are as below:

• Identifying the datatype of all the variables [Fig 2]:

Most of the variables are in object datatype and need to be converted to float
datatype as part of data pre-processing.

Figure 2: Data type of variables

• Checking the presence of null values in the dataset [Fig. 3]:

From the figure, it is observed that only a single column has more than 40% missing
values whereas the remaining columns have very few missing values which can be
replaced by the mean value of the column.

1https://www.mckinsey.com/~/media/mckinsey/business%20functions/economic%20studies%

20temp/our%20insights/how%20poland%20can%20become%20a%20european%20growth%20engine\

/poland%202025_full_report.ashx
2https://archive.ics.uci.edu/ml/datasets/Polish+companies+bankruptcy+data
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Figure 3: Presence of null values

• Plotting bar-graph to explore the distribution of bankrupt and non-bankrupt cases
[Fig. 4]:

A high level of class imbalance can be observed as we have 5500 non-bankrupt firms
and only 410 bankrupt firms in the dataset. This issue needs to be addressed before
we implement our models.

Figure 4: Class Distribution
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• The correlation within the variables is observed using below figure [Fig. 5]:

This graph shows the multicollinearity and correlation between our dependant vari-
able and the independent variables. The ’class’ variable in this case is our dependent
variable which denotes the bankruptcy status of the company.

Figure 5: Correlation Matrix
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3.3 Data Pre-processing & Transformation

Preparation of the data is a critical step in the process of data mining and also important
in order to achieve accurate and quality results from the model. Big data often does
contain noise and the presence of special characters, missing values, blank spaces often
does affect the performance of the model and should be handled carefully so as to ensure
that the crucial information is preserved and not tampered during the data preparation
phase. Although it is assumed that the more data we have, the better predictions can be
expected however this is not always the case. There may be a limited subset of features
that are more responsible and important for predicting the target variable and some of
the variables may be completely useless (Kotsiantis et al.; 2006) . Having redundant and
useless variables will increase the computational time and cost hence the data prepro-
cessing phase is often considered as the most challenging and time consuming phase in
the CRISP-DM methodology. The steps undertaken to prepare the data required for this
study is listed point-wise below:

• Converting the file type : Initially after extracting the data file from the source,
it was in an ARFF format. To meet with our model requirements, it had to be
converted to a CSV format. A Python code has been used to convert the .arff file
to a CSV file.

• Changing the Datatype of all variables : Normally once the dataset is sourced, the
datatypes of all the variables are observed. The values in all the variables were
numeric with different datatype. These variables were converted to Float datatype.

• Handling the NA’s or missing values : Presence of missing values are troublesome
for the model and can hinder models performance. In the place of missing values,
the dataset had special character (’?’). To further deal with these values it were
converted to NA’s and the percentage of missing values in each column has been
observed. Based on this, for columns with a small percent of missing values, the
missing values were imputed by the mean of the column. The column that had
almost half it’s values missing had to be completely removed from the dataset.

• Multicolinearity : A correlation test tells us how these variables are affecting the
target variables and also the correlation within the variables. The variables that
are highly correlated with each other (p value greater than 0.90) can be said as
redundant data that is infact equally contributing in predicting the target variable.
It is advisable to remove one of the variable and keep the other one. Out of 64
predictor variables, the dataset contained 26 variables that were highly correlated
with the other variables hence had to be dropped from the study.

3.3.1 Feature Selection

Post the process of cleaning the data and removing unnecessary and redundant variables,
one of the technique that can further improve the model’s performance is known as
feature selection. This technique is used for reducing the feature space which may turn
out beneficial for the model. The benefits may include improvement in the accuracy,
reducing the risk of overfitting, faster computational time and better explain-ability of
the model. Explainability is lost when we have too many features in the dataset (Liu and
Motoda; 1998).
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Feature Name Feature Description
Attr21 sales (n) / sales (n-1)
Attr24 gross profit (in 3 years) / total assets
Attr27 profit on operating activities / financial expenses
Attr39 profit on sales / sales
Attr41 total liabilities / ((profit on operating activities + depreciation) * (12/365))
Attr42 profit on operating activities / sales
Attr58 total costs /total sales

Table 1: Various Features Selected

Feature selection is one of the preprocessing step that is used prior to building a
classification model and it tackles the curse of dimensionality problem that has a negative
impact on the algorithm. The dataset that has been used in this study consisted of 64
features and few of those may not be useful for predicting bankruptcy. To eliminate
the unnecessary features, Random Forest feature selection technique has been used in
this study for selecting the best features. In Bioinformatics field, the usefulness of this
technique is studied by Qi (2016) and this technique has been rarely used for predicting
corporate bankruptcy. In random forest, the tree-based strategies that are used ranks on
the basis of how well they are able to improve the node purity. 3 This is known as mean
decrease in impurity or otherwise called as gini impurity. The greatest decrease in the
purity of nodes takes place at the start of the tree, whereas the least decrease happens
at the end of the tree. Thus, in this a subset of important features is created by finding
a particular node and then pruning below it.

The important features that will be used for further preprocessing and model building
process are mentioned in Table 1.

3.3.2 Tackling Imbalanced Data

The presence of uneven class distribution is one of the common problems in classification
modelling (Elrahman and Abraham; 2013). This means that there is a stark difference in
the number of observations of one class than that of the other class. This is a challenging
problem in the field of machine learning because most of the algorithms are designed to
perform best when both the classes are equally balanced. In the case of class imbalance,
the predictive model that would be developed may turn out to be biased and inaccurate4.
This may increase the possibility of misclassification of the minority class.

A Sampling based approach consists of either oversampling of minority class, under-
sampling of majority class or Hybrid, which is a combination of both. 5 In this study we
will be using a rarely used hybrid approach, SMOTEENN, for dealing with the problem
of class imbalance (Monard; 2017). This approach is suitable for this problem as we are
dealing with a highly imbalanced dataset where it is necessary to increase the minority
class and on the other hand, as there are many instances in the majority class, it is fine
to undersample the majority class to some extent.

Synthetic Minority Oversampling Technique (SMOTE) synthetically creates new minor-
ity instances between the real minority class and that is done on the basis of nearest

3https://chrisalbon.com/machine learning/trees and forests/feature selection using random forest/
4https://www.analyticsvidhya.com/blog/2017/03/imbalanced-classification-problem/
5http://www.chioka.in/class-imbalance-problem/
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neighbours found using Euclidean distance between the data points. ENN separates the
instances where the class label is different from that of the two of its nearest neighbours.
The instances are then removed by ENN method based on the prediction made by KNN.
Only those instances are removed whose prediction made is different from the majority
class.

The distribution of instances in both the classes before and after SMOTEENN on
training data can be seen in Figure 6

Figure 6: Distribution of instances after resampling

3.4 Modelling Approach

This part is considered to be critical and essential in the machine learning process. Further
to the process of data preparation that included feature selection and resampling, the
proposed models are to be implemented. The impact of the preprocessing techniques on
different models can then be evaluated and compared. The details about the model used
and the working of the model is discussed in this section.

• Random Forest:
A random forest model is an ensemble of many decision trees and is often used in
classification problems. It uses techniques such as feature randomness and bag-
ging for building each tree such that a uncorrelated forest of tree is obtained
(Khoshgoftaar; 2007). Each of the tree relies on an independent random sample.
The prediction performance of this collection of trees is more accurate than the
individual tree. Few of the factors that make it suitable choice for the chosen data-
set include the quick training speed of the model, being robust to outliers and the
ability to handle unbalanced data.

• Decision Tree:
This is a widely used supervised learning algorithm for solving classification and
regression problems (Landgrebe; 1991). It has an individual tree representation
wherein each leaf node represents a class label and attributes corresponds to internal
node of the tree. It starts with the training data as the root and then breaks
down into smaller subsets having decision nodes and leaf nodes. For identifying
the attribute for root node in each and every level is the challenging part and the
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two attribute selection measures that are commonly used are Information gain and
Gini index. Based on the learnings from previous literature, this algorithm has
performed well on the bankruptcy prediction problem hence we will evaluate the
performance of this model on our set of variables.

• K Nearest Neighbors:
KNN algorithm works on the assumption that similar instances exist in close prox-
imity. It calculates the distance between the instances using distance calculation
formulas, the most popular being Euclidean distance (Cunningham and Delany;
2014). The chosen K value should be considered right if it is able to reduce num-
ber of errors and along with that maintain algorithms ability of making accurate
predictions. In the literature work, we have not seen a wide use of this technique
and will therefore evaluate this technique on our dataset.

• AdaBoost:
Boosting algorithms are considered to be flexible and powerful. Adaptive Boosting
or AdaBoost is a type of boosting algorithm used in classification problems that
constructs a strong classifier by converting a set of weak ones (Freund et al.; 1999).
The classification equation for Adaboost can be represented as -

F (x) = sign(
M∑

m=1

θmfm(x)) (1)

where mth weak classifier is denoted by fm and θm as its corresponding weight. Thus
from the formula it is interpretable that it is a weighted combination of several
week learners. Adaboost is one of the first successful boosting algorithm for binary
classification problems and it boosts the performance of decision trees. As it is not
widely used in the bankruptcy prediction problem, its performance will be evaluated
on the set of variables used in this study.

4 Design Specification

Figure 7 shows the architecture/process flow diagram followed for our research. Initially
we gathered the data from the source followed by preprocessing steps that included imput-
ing NA’s by mean values, removing redundant columns. Further we used feature selection
technique to identify the most important and eliminated the rest. Then stratified K-fold
cross validation (k=5) has been applied to split data into train and test followed by a
hybrid resampling technique, SMOTEENN to resample the dataset. Lastly the processed
data is feeded to four different classifiers and their performance is evaluated on the testing
data.
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Figure 7: Architecture Diagram

5 Implementation

This section describes the implementation of the proposed models for corporate bank-
ruptcy prediction in detail. Also it describes the process undertaken for selecting most
important features and resampling the dataset. The complete implementation part was
carried out in Python language v.3.7.2 and Jupyter notebook (v.6.0.2) has been chosen
as the Integrated Development Environment (IDE). Python has been chosen for imple-
mentation part because it is easy to use, has a wide online support forum and also is
considered one of the top languages in terms of code readability. Due to the presence of
an active python community, there are plenty of packages available for data preprocessing
and handling imbalanced data and thus has been a popular choice for machine learning
projects.

The data sourced for this study consisted of five individual files based on the forecast-
ing period out of which the fifth file has been chosen for implementation. It contained
financial rates from 5th year and corresponding class label indicating status of bank-
ruptcy after 1 year. The sourced files were in ARFF format and a python code was
available online6 which was used to convert the file into CSV format. The dataset was
then imported into Python as Dataframe and checked for missing values. The special
character (’?’) in place of missing value was replaced with NA’s and individual columns
were explored using pandas profiling package. After the basic cleaning activity, we chose
a feature selection method to reduce the features and select only the best ones. Random
forest feature selection technique was used and this was done using the SelectFromModel7

package from the sklearn.feature selection library. A threshold value of 0.03 for the gini

6https://github.com/haloboy777/arfftocsv/blob/master/arffToCsv.py
7https://scikit-learn.org/stable/modules/generated/sklearn.featureselection.SelectFromModel.html
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importance has been used to filter best features. The filtered dataset has been then used
for further process of splitting into training and testing set. StratifiedKFold8 package
frorm sklearn library is used for performing stratified k fold split with k value of 5.

During data exploration, a high class imbalance was observed. To avoid overfitting and
build a reliable model, we used SMOTEENN technique after the data was split, to balance
the classes. Due to high imbalance, we used a hybrid approach that can oversample
the minority class and undersample the majority class. SMOTEENN package from the
imbalance-learn library was used for resampling. Further we applied four different models
on the resampled dataset. The various models that were implemented Random Forest,
Decision tree, K Nearest neighbours and AdaBoost. These models are available in the
form of different packages in sklearn library in Python. For each model, during the
iteration process that takes place number of times based on value of K, the metrics like
true positives, true negatives, false positives and false negatives were appended in a list
and then the mean of these values were treated as the model outcome and was used to
calculate the individual metrics. The evaluation metrics used in this study were accuracy,
specificity, sensitivity and geometric mean of specificity & sensitivity. For each model,
these metrics were calculated and compared by plotting bar plots. It was found out
that model built using Random forest achieved highest accuracy and KNN achieved the
lowest accuracy. Further a detailed evaluation and comparison of the results is carried in
section 6.

6 Evaluation

The main purpose of our study is to evaluate the performance of our model and assess
whether the techniques used are suitable for this problem. The performance of the models
are compared using metrics like accuracy, recall, specificity and geometric mean of recall &
specificity. These metrics are chosen as they are suitable for binary classification problems
such as ours and are commonly used in previous studies like the one conducted by Faris
et al. (2019). These metrics can be derived from the values gathered from the confusion
matrix which contain true positives, true negatives, false positives and false negatives.
The significance of these values in terms of bankruptcy context is as follows- TP’s are
the companies that are actually bankrupt and model predicted as bankrupt; TN’s are
the companies that are actually non-bankrupt and model predicted as non-bankrupt; FP
are the companies that are actually non-bankrupt and model predicted as bankrupt and
FN’s are companies that are actually bankrupt and model predicted as non-bankrupt. As
we have used cross validation, for each model five confusion matrix were generated. For
further calculations and to build an unbiased model, mean value of the confusion matrix
was obtained for each model and the metrics were calculated as per below equations-

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Recall/Sensitivity =
TP

TP + FN
(3)

Specificity =
TN

TN + FP
(4)

8https://scikit-learn.org/stable/modules/generated/sklearn.modelselection.StratifiedKFold.html
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Model Accuracy Recall/Sensitivity Specificity
Geometric

Mean (GM)
Random Forest 95% 38% 99% 62%
Decision Tree 93% 56% 96% 73%
KNN 92% 14% 98% 36%
AdaBoost 95% 49% 98% 70%

Table 2: Performance of Models before Resampling

GM =
√
Sensitivity.Specificity (5)

The GM aggregates both the measures, specificity & sensitivity. This measure is
suitable for imbalanced datasets as the primary goal of a classifier is to improve sensitivity
while maintaining the specificity (Tharwat; 2018).

6.1 Case Study 1: Model Performance on Unbalanced Data

A base model for each classifier is built on the unbalanced data after feature selection.
The performance of individual classifier can be observed in the Table 2. From the table
we can infer that the accuracy of the classifiers are high however the recall is poor which
shows that it is failing to predict the bankrupt cases. This shows that our model is
biased and largely overfit due to a high class imbalance. Decision tree outperformed the
other classifiers with recall of 56% although still being very poor whereas KNN had the
lowest recall of 14%. The other two metrics, specificity and accuracy is almost same
for all classifiers therefore GM of Decision tree is highest at 73% and KNN is lowest at
36%. To overcome the issue of low recall and improve performance, we further applied
SMOTEENN on the classifiers while keeping the same feature set and evaluated their
performance.

6.2 Case Study 2: Model Performance on Balanced Data

Now, we have performed the same experiment on the dataset that has been resampled us-
ing SMOTEENN. From Table 3, we can clearly observe that the model has now improved
as seen from the obtained recall values. The AdaBoost classifier outperformed others in
terms of recall with value of 73%. which means that the model is able to correctly predict
73% of the total bankrupt cases which is not a bad score. Also, KNN showed lowest recall
of 60% which is still higher than the highest value in previous experiment. Also there’s
slight improvement in GM values as specificity has decreased slightly for all models. This
shows that the model is now better in terms of predicting a bankrupt company. Among
the classifiers, AdaBoost showed the best performance with GMean of 80% and KNN
had the lowest GM value of 67%.

Further we will discuss about the effect of SMOTEENN on individual classifiers for
chosen set of features and dataset.
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Model Accuracy Recall/Sensitivity Specificity
Geometric

Mean (GM)
Random Forest 89% 66% 90% 77%
Decision Tree 86% 65% 87% 75%
KNN 74% 60% 75% 67%
AdaBoost 88% 73% 89% 80%

Table 3: Performance of Models after Resampling

7 Discussion

The Recall metric will tell us how accurately our model has predicted a bankrupt company
as bankrupt. This is an important metric for this type of classification problems as we
don’t want a bankrupt company to be mis-classified as non-bankrupt. Another metric,
specificity will tell us how accurately model has predicted a non-bankrupt company as
non-bankrupt. Although this metric is also important, more importance is given to Recall
as on a broader scenario, having a model that will classify a bankrupt company as non-
bankrupt will make it less reliable and may attract huge losses for investors. Hence, the
aim is to improve the recall and keep the model trustworthy.

After thorough observation of the results from Table 2 and Table 3 we can state that
a significant improvement is visible in the sensitivity/recall and Gmean values of the
classifiers after the use of SMOTEENN resampling technique for handling the issue of
data imbalance on the chosen set of features. Through this technique we successfully
oversampled the minority class, bankrupt cases, and undersampled the majority class i.e.
non-bankrupt cases and it is affirmed that by doing this there is an improvement in the
recall and Gmean performance.

The effect of SMOTEENN on different classifiers varied significantly out of which the
performance of KNN improved drastically. The individual performance is compared in
Figure 8. Initially, the model gave a recall of 14% and after resampling it had a recall
of 60%. Even Random forest model showed significant improvement in the recall value
after resampling the data. As seen from Figure 9, AdaBoost achieved the highest Gmean
value of 80% while having Acccuracy of 88% and Random Forest outperformed all the
other classifiers in terms of accuracy at 89%. After going through previous studies, it was
observed that these techniques, with variation in feature selection strategy and resampling
technique, have been used very sparsely in this problem area and AdaBoost and Random
Forest have achieved significant results in the studies conducted by Faris et al. (2019) and
Le (2018). There isn’t a direct improvement in the performance of our model than the
previously mentioned studies however few metrics like Recall of AdaBoost is promising
and worth exploring further. Our study suggests that based on all the metrics studied,
AdaBoost is a better classifier than the other models considered in this study and the
improvement in the performance of KNN classifier is notable.
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Figure 8: Recall values of different Classifiers

Figure 9: Gmean values of different Classifiers

8 Conclusion & Future Work

As seen from the previous literature, the topic of bankruptcy prediction has been of
interest in last few decades and numerous techniques have been implemented in the
quest for achieving optimum prediction performance. The challenging part, as discussed,
lies in selecting the best financial attributes that are majorly responsible for a company’s
bankruptcy. Another hurdle in this study is the problem of imbalance in the classes.
In this research, we have used a novel combination of a feature selection technique and
a resampling technique and implemented four models on the same. Our techniques,
Random Forest feature selection and SMOTEENN with Random Forest classifier is a
better model followed by AdaBoost classifier in terms of the prediction accuracy and
the similar techniques with AdaBoost classifier outperforms other classifiers in terms of
Geometric Mean and Recall values.

These techniques can further be explored on other classifiers along with different set
of financial attributes. In this study, we limited our research to Polish bankruptcy data.
In future, one may explore bankruptcy data of any other region. Further, KNN classifier
showed impressive performance improvement with SMOTEENN. This combination can
further be explored in other similar type of classification problems.
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