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Configuration Manual 

Emmanuel Amadi 
x18178103 

1 Introduction 

This configuration manual presents a detailed hardware and software requirements necessary 

for the successful development of the research “Analysis of wildfire risk using machine learning 

and distributed computing in Canadian Region”. System specification 

 

1.1 Hardware specification 

The hardware used for the execution of this research was Apple Macbook pro. The specification 

for the hardware used includes; macOS Mojave operating system (version 10.14.3), 2.3 GHz 

Intel core i7 processor, 8GB 1600 MHz DDR3 memory and Macintosh HD as the startup disk. 

 

1.2 Software configurations 

 

This section describes the software configuration needed to successful deploy this solution. The 

first step the installation of Anaconda software as it contains the Jupiter notebook used as the 

IDE for writing the code and supports multiple operator systems. After the installation of the 

Anaconda software, open the search bar and search for “Terminal” and run the code outlined 

in figure 1 to successfully install python. 

 
 

Figure 1: Python installation (Feng, 2019). 

 

After the installation of python, the next step is ensuring that Java exists on the hardware. 

Figure 2 provides the line of code used to check if Java exist on the hardware. The Java 

runtime environment was downloaded and installed using the Oracle Java JDK. 
 

 
 

Figure 2: Java version information for hardware (Feng, 2019). 

 

To enable the distributed computing platform “Apache spark”, the pre-built version was 

downloaded from Apache spark official web site. The download file was unpacked to the 

spark folder on the local disk.  Figure 3 shows the code to initialize the spark session of the 
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hardware and the out of the initialization confirming the successful initialization of the spark a 

session. 

 

 

 
 

Figure 3: Initializing Spark Session (Feng, 2019). 

 

To set up the spark session as a global variable on the hardware to allow the Jupiter notebook 

IDE to run with the spark session. Figure 4 describes the code required to set bash profile from 

the terminal of the hardware. To lunch the Jupiter IDE the “pyspark” command was run on the 

terminal on the spark machine learning folder on the local disk. 

 

 

 

 

 

 
 

Figure 3: Initializing Spark on Jupiter Notebook (Feng, 2019). 
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2 Deploying the Python Script  

This section describes the step by step procedure required to successfully deploy the solution 

on the target hardware. 

 

2.1 Starting Jupiter Notebook with Spark 

To access the spark session from Jupiter notebook, Open the terminal of the target hardware, 

navigate to the target folder containing the code and dataset. Enter the command “pyspark” on 

the terminal as shown in figure 4, this startup the Jupiter notebook with spark session running 

in the background. Open the file with the name “WildFireAnalysisMain” to lunch the code for 

the analysis. 

 

 
 

Figure 4: Running Jupiter notebook on spark session. 

 

2.2 Loading the Dataset into the Script 

To load the data into Jupiter notebook the SQL library for the spark is used as shown in figure 

5 with the spark session explicitly declared and used to read the data from CSV into SQL 

format. The numeric columns are then cast to “float” data type as shown in figure 5 to ensure 

standardization of the data. 

 

 
 

Figure 5: Running Jupiter notebook on spark session. 
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The lines of codes shown in figure 5 as well as other lines of code in this manual can be run in 

two ways: 

• By running each line of code individual by using the run button at the top of the notebook 

and observing the output from the data. 

• The entire code can be run at once by right-clicking on the cell line and selecting “Run 

All” from the dropdown list. 

 

2.3 Preprocessing of Data 

The next step for this research was the preprocessing phase carried out to further prepare the 

data for the analysis. Figure 6 shows the preprocessing tasks carried out; the first task was to 

ensure there were no missing variables in the data, secondly, the naming convection was 

regularized with the previous columns dropped from the analysis 

 

 

 
 

Figure 6: Running Jupiter notebook on spark session. 

 

2.4 Data Binning  

The classification phase for this research utilizes the confidence values calculated for each fire 

pixel. Thus, the confidence value is binned into 3 categories stated in Giglio et al. (2018) guide 

for analysing the MODIS dataset. 

 

 
 

Figure 7: Data Binning for Confidence Variable 
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2.5 Over Sampling 

The binned data generated an imbalance dataset as shown in figure 8, with the majority 
of the data belonging to the high fire pixel class. 

 

 
Figure 8: Imbalanced Class of the Dataset 

 

 Hence, the SMOTE (Synthentic Minority Over-sampling Technique) is used to ensure class 

balance to avoid biased results in the analysis. Figure 9 shows the over-sampling technique and the 

expected output. 
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Figure 8: Imbalanced Class of the Dataset 

3 Implementation 

This section provides a detailed description of the algorithms used in this research. The 

decisions for choosing these algorithms were properly explained in the research paper. 

 

3.1 Kmeans Clustering 

The kmeans clustering was implemented as shown in figure 9 with the Euclidean distance 

calculation and centers calculated for each of the clusters. Figure 9 also describes the 

implementation of the elbow method used to evaluate the clusters for 14 clusters. 

 

 

 

 
Figure 9:  Kmeans Clustering 

 

 

3.2 Regression 

The regression for this research was applied using linear and random forest regression. Figure 

10 shows the implementation of these algorithms on the dataset. 
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Figure 10:  Regression Implementation 

 

To get the best performing model, cross-validation was used to compute the best performing 

model. Figure 11 shows the values for each of the feature used in the analysis. 
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Figure 10:  Cross-Validation of Regression Model 
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3.3 Classification  

The multiclass classification for this research was implemented using Random forest and navie 

baye’s classifier. The implementation code for the navie baye’s classifier is shown in figure 11 

while figure 12 shows the implementation code for the Random Forest classifier with the 

evaluation metricsapplied for each phase of the research. 

 

 
 

 
 

Figure 10:  Navie Baye’s Classifier 
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Figure 11:  Random Forest Classifier 

 
The cross validation for both models is shown in figure 12 to validate the result generated by 

the models. 
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Figure 11:  Cross validation of Classification Algorithms 
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