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1 Introduction

The configuration manual demonstrates the implementation stages of the research “Spam
Detection in Short Message Service Using Natural Language Processing and
Machine Learning Techniques”. The motive of the research is to develop a model
that detects spam SMS efficiently and in minimal time. To build the model, the combin-
ation of techniques like Natural Language Processing for feature extraction like Bag of
Words, TF-IDF along with machine learning algorithms such as XGBoost, LightGBM,
Bernoulli Näıve Bayes, Support Vector Machine, and Random Forest were implemented.
This manual explains the hardware and the software project specifications to implement
the project in Chapter 2. Chapter 3 explains the Data Preparation followed by Chapter
4 which describes the implementation steps in detail and the output generated.

2 System Specification

The project hardware and software requirements are the key points to be considered
before implementing any project. For the project, the requirements are mentioned as
follows:

2.0.1 Hardware Configuration

Implementation of the project is carried out on the laptop having the hardware config-
uration as depicted in Figure 1 :

Figure 1: Hardware Configuration

1



2.0.2 Software Configuration

1. Google Colab: The implementation of the project was done in Python using Google
Colab Notebook (similar to Jupyter Notebook) which is hosted on the cloud and can be
accessed from the browser 1. For the project, no external installation or downloads were
required as all the libraries are pre-installed in the notebook. To code in Google Colab,
the following steps were undertaken:
a. Open the Link:
https://colab.research.google.com/notebooks/welcome.ipynb#recent=true

b. The below window appears (refer Figure 2), click on “New Python 3 Notebook”:

Figure 2: Colab Notebook

c. This opens the code editor where the code can be written and can be saved directly
Google Drive.

2. Microsoft Power BI: Power BI tool is used for visualization of results.

3 Data Preparation

3.1 Data Loading

The data was fetched from the Kaggle website which was already present in .csv format
and was downloaded from the below link:

1https://colab.research.google.com/notebooks/welcome.ipynb#scrollTo=ipS1ETT7sF9w

2

https://colab.research.google.com/notebooks/welcome.ipynb#recent=true


https://www.kaggle.com/uciml/sms-spam-collection-dataset

The dataset was first uploaded in Colab from the local machine using the code shown in
the Figure 3 and then the initial level of data was prepared so that exploratory analysis
of the data can be carried out.

Figure 3: Uploading SMS Data in Colab

After the data was uploaded, the required libraries for exploratory analysis and pre-
processing were then imported (refer Figure 4).

Figure 4: Importing Libraries

The data in the form of csv was then loaded in Pandas Data Frame using the read csv
function. The unnecessary columns were then removed and the column labels were made
appropriate. The following code (Figure 5) is implemented :
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Figure 5: Data Preparation

3.2 Exploratory Data Analysis

In the exploratory Data Analysis, missing values were checked. The text data distribution
was observed to follow Zipf’s distribution. The class imbalance was found and resolved
using the down-sampling technique. The word cloud for ham and spam was generated,
which shows the top words of each category. Then, the correlation between the length
and SMS type was calculated which can indicate if the length was a good feature to
consider or not.
a. Missing Values Analysis : As can be seen in the dataset there were no missing
values present (in Figure 6).
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Figure 6: Data Preparation

b. Analyzing Text Data Distribution : The text data distribution was analyzed
using a Numpy histogram and it can be seen as the data follows Zipf’s distribution which
is very commonly seen for the text data 2 (Figure 8). The graph was plotted between the
Frequency and Rank of the words.

Figure 7: Code for analyzing the text Data Distribution

2https://towardsdatascience.com/another-twitter-sentiment-analysis-with-python-part-3-zipfs-law-
data-visualisation-fc9eadda71e7
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Output:

Figure 8: Zipf’s Distribution of Text Data

c. Examining the count of Spam and Ham Messages : The count of Ham and
Spam messages were examined and it was found that there was a huge class imbalance
shown in Figure 9.

Figure 9: Before Data Sampling

To handle this problem, the down-sampling technique was applied. It was implemen-
ted using sample function from the Random module of python and the ham class was
brought to the same level of the spam class(Figure 10).
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Figure 10: After Data Sampling

d. Analyzing the most frequent word in Ham and Spam by WordCloud :
Generating the Word Cloud for Spam and Ham (shown in Figure 11) using WordCloud
module which shows the most occurring words of the document. The argument passed
for generating WordCloud for spam was spam Text and similarly for ham.
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Figure 11: Word Cloud for Spam and Ham

e. Encoding SMS Type, Adding Length feature and Finding the Correl-
ation between Length and SMS Type: The categorical variable that is the SMS
type was encoded using LabelEncoder() function which assigns the value between 0 to
one less than the number of categories. As suggested by the researcher (Agarwal et al.
(2016)) that the length parameter can enhance the performance, hence the length has
been calculated which takes the number of characters into account excluding space.

Then the correlation was calculated using corr() function and correlation was visual-
ized using heatmap from seaborn package between the length feature and the SMS Type
as shown in Figure 12.
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Figure 12: Correlation Matrix between Length and SMS Type

3.3 Data Pre-processing

The pre-processing steps include the removal of non-English characters using a regular
expression. The words were then converted to token using word tokenize from NLTK and
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then stopwords were removed using the stopwords package. Lastly, lemmatization was
applied using the WordNetLemmatizer package from NLTK and the data was normalized
using the lower() function. The processed data was exported and verified. The output of
the cleaned data is shown in Figure 13.

Figure 13: Pre-processing of Dataset

4 Implementation, Evaluation and Results

The implementation explains the Feature Extraction, Feature Selection, and application
of Machine Learning models. There was a total of 6 combinations of feature matrix where
5 models have been applied. The features were extracted as Unigram, Bigram, and TF-
IDF. The evaluation is done with and without length feature. Features were selected
using Chi-Square. The kbest feature was selected, where k = 300 for all the matrix as
it gave optimal results. After feature selection, machine learning models like XGBoost,
LightGBM, Bernoulli Naive Bayes, SVM and Random Forest have been implemented
and the models were evaluated on the accuracy, precision, recall, F1-Score and Execution
Time. The suitable libraries were imported for implementation as shown in the Figure
14.
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Figure 14: Imported Required Libraries

4.1 Unigram without Length Feature

For the Unigram score model, CountVectorizer from sklearn.feature extraction was im-
ported which was used to create a Unigram matrix where the ngram range was passed
as (1,1). After the matrix was created, the feature selection technique that is Chi-Square
was implemented where the top 300 features were picked as it gave the optimal results.
After this model like XGBoost, LightGBM, Bernoulli Näıve Bayes, SVM, and Random
Forest were implemented with default parameters, except using the linear kernel for SVM
as linear Kernel works well for sparse data.3

Code:

3https://www.svm-tutorial.com/2014/10/svm-linear-kernel-good-text-classification/
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Figure 15: Code for Unigram Model without Length

The train and test dataset were divided using Stratified 10-fold cross-validation and
to evaluate the models, mean Accuracy, mean Precision, mean Recall, mean F1-score and
Execution time was calculated. The confusion matrix was also plotted by taking the sum
of all the 10 runs. The output generated was:
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Figure 16: Output for Unigram Model without Length

4.2 Unigram with Length Feature

Performed the same step as above but including the length feature. Code:
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Figure 17: Code for Unigram Model With Length

Output generated was:

Figure 18: Output for Unigram Model With Length

4.3 Bigram Without Length Feature

For the Bigram score model, CountVectorizer from sklearn.feature extraction was impor-
ted which was used to create a Unigram matrix where the ngram range was passed as
(2,2) and the same steps were followed as for Unigram model.The code and output are
shown in below Figure 19 and 20. Code:
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Figure 19: Code for Bigram Model Without Length

Output generated was:

Figure 20: Output for Bigram Model Without Length
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4.4 Bigram With Length Feature

Performed the same step as above along with the length feature Code:
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Figure 21: Code for Bigram Model With Length

Output generated was:

Figure 22: Output for Bigram Model With Length
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4.5 TF-IDF Without Length Feature

For the TF-IDF score model, TFIDFVectorizer from sklearn.feature extraction was im-
ported where the ngram range was passed as (1,1) and the same steps were followed as
for above models.The code and output are shown in below Figure 21 and 22. Code:
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Figure 23: Code for TF-IDF Model Without Length

Output generated was:

Figure 24: Output for TF-IDF Model Without Length
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4.6 TF-IDF With Length Feature

Performed the same step as above along with the length feature Code:
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Figure 25: Code for TF-IDF Model With Length

Output generated was:

Figure 26: Output for TF-IDF Model With Length
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4.7 Conclusion

Looking at the results and analyzing it in the technical report, it was seen that Bernoulli
Naive Bayes with TF-IDF with length outperformed amongst other model with an ac-
curacy of 0.965 and execution time of 0.15 seconds followed by LightGBM with accuracy
of 0.954 and execution time of 1.708 seconds.Hence these 2 models are the best fit for the
problem.
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