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1. Introduction to configuration manual: 
This configuration manual can be used to replicate the work done by the author and get 

the desired results. The manual includes the system configuration requirements, the 

steps to gather the data, clean the gathered data and then use the data to implement the 

models and use evaluation criteria to compare the results of different models. The code 

snippets are attached in the last section. 
 

2. Pre-requisites and system configuration: 
The tools and software used for this thesis research work can be installed on a laptop 

or a PC. The basic configuration list is given below: 
 

 

Operating system Windows 10 

RAM 8 GB 

Hard Disk 512 SSD 

Processor Core i7 8th gen 
 

Getting started: 

The basic toolset used in this research work for carrying out all the actions are listed 

below: 

• Microsoft office tools 

• Python 3.7 

• Anaconda Spyder 

 

The Microsoft office tools like Microsoft Excel and Word have been used. Python as a 

language has been used for this research work and all the processes like data gathering, 

data cleaning, transformation and analysis has been done in python language. The 

software version for python used is 3.7 and the latest version can be downloaded 

anytime for free from the website – ‘https://www.python.org/downloads/’. The 

platform used for coding is Anaconda. Anaconda can be downloaded from the link – 

‘https://repo.anaconda.com/archive/Anaconda3-2019.10-Windows-x86_64.exe’. 

Spyder has been used in the anaconda platform because it is very convenient to use, 

and all the variables can be seen in the variable explorer which makes it easy when data 

cleaning and manipulations are being done. 

3. Dataset generation: 
The datasets generated for this research work are – 

1. Stock Market data set: 

This dataset has been taken from Yahoo finance (Figure 1). On the website 

(https://finance.yahoo.com/quote/%5EGSPC/history?p=%5EGSPC), we can 

select the time period and the daily data for the time period selected can be 

downloaded in csv format. The dataset downloaded is suitable for a time-series 

analysis. 

https://www.python.org/downloads/
https://finance.yahoo.com/quote/%5EGSPC/history?p=%5EGSPC


 
Figure 1: Yahoo!finance data set gathering 

2. Twitter data set: 

This data set has been generated using twitter. The data has been scraped from 

twitter using the python command on anaconda command prompt. The 

command used is – ‘twitterscraper ”#SP500” -l 10000 -bd 2018-01-01 -ed 2019-

01-01 -o tweets.json’. This command (Figure 2) will scrape the twitter data for 

the specified timeframe and a .json file will be created. Next, this json file is 

imported in python and converted into a csv and then operated and the dataset 

is cleaned (Figure 3). The dataset downloaded is suitable for a time-series 

analysis. 
 

 
Figure 2: Twitterscraper, scraping tweets using Anaconda prompt 



 
Figure 3: code snippet to convert the json file and clean the dataset. 

4. Research design workflow and methodology: 
In this research work, the datasets have been first extracted from their sources and then 

imported in python for doing the cleaning. After the datasets are cleaned, a test known 

as Granger Causality test has been done to check the causality of different variables in 

the prediction of the stock market index. After the test, the twitter dataset is found to be 

a causal for the prediction of stock market hence, the twitter dataset along with the stock 

market dataset is used in various models for the prediction. After the predictions are 

made, the results are evaluated using MSE, RMSE, MAE and MAPE which are 

standard protocols for any time series prediction models. The design flowchart (Figure 

4) is given below: 



 
Figure 4: Design flowchart 

5. Libraries used in code: 
• import codecs, json, csv – these libraries have been used to deal with the 

tweets downloaded in json format and then convert them into a csv. 

• import pandas as pd – Pandas library used for calculations and data 

manipulations. 

• import warnings – library used to implement alerts 

• import itertools – library used for iterating through loops 

• import numpy as np – library used for performing mathematical functions 

• import matplotlib.pyplot as plt – library used for plotting graphs 

• import statsmodels.api as sm – library used for implementing statistical 

models 

• from sklearn.metrics import mean_absolute_error,mean_squared_error – used 

for calculating MAE and MSE. 

• import math – library for performing mathematical operations 

• from statsmodels.tools.eval_measures import rmse, aic – library used for 

calculating RMSE values 

• %matplotlib inline – the plots are plotted in line 

• import os - imports miscellaneous interfaces of the operating system 

• import seaborn as sb – library used for data visualization 

• import re- the regex library 

• from sklearn import preprocessing – library used for data preprocessing 

• from functools import reduce – function used for performing computations on 

a list 

• from statsmodels.tsa.api import VAR – for applying the VAR model 

• from statsmodels.tsa.stattools import adfuller – used for conducting adfuller 

test 

• from scipy import stats – for applying statistical functions 

• sb.set_style('darkgrid') – for setting style in seaborn 

• from pmdarima import auto_arima – for calculating the auto arima score 

• from statsmodels.tsa.arima_model import ARIMA – to implement ARIMA 

model. 



6. Implemented models (Code snippets): 
The models implemented in this research work are VAR, LSTM, ARIMA and 

SARIMAX. The code snippets for each of the model implemented is given below. 

1. Vector Auto Regressor (VAR) model: 

The code snippet for this model is given below. 

 

 
 



 
 

2. LSTM model: 

The code snippet for the LSTM model is given below. 
 

 



 
 

 
 

 



 

 
 

3. ARIMA model: 

The code snippet for the ARIMA model is given below. 

 
 

 
 

 

 

 

 



 

 

4. SARIMAX model: 

The code snippets for the SARIMAX model is given below. 

 

 



 

 



 
 

 


