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Configuration Manual

Prediction of Major Factors affecting Fans Attendance for
the Teams of Major League Baseball

1. Introduction

A Configuration Manual describes the software and hardware requirements for the
implementation of research. It also involves screenshots showing step-by-step process
for the implementation of research. The title of this research is “Prediction of Major
Factors affecting Fans Attendance for the Teams of Major League Baseball”. The
aim of this research was to determine the various in-game factors that affect the fans
attendance figures. For this purpose, 4 machine learning algorithms viz. Multiple
Linear Regression (MLR), Random Forest (RF), Artificial Neural Networks (ANN)
and Support Vector Regression (SVR) were applied on the extracted data.

This manual details the necessary configuration that were made for the project. It also
details the hardware and software configuration. It also details the step-by-step process
undertaken to achieve the desired results.

2. System/Hardware Specifications
View basic information about your computer

Windows edition

Windows 10 Home Single Language -- .

@ 2019 Microsoft Corporation. All rights reserved. .. Wl n d OWS 1 0
System

Processor Intel(R) Core{TM) i3-7200U CPU @ 2.30GHz 2.71 GHz

Installed memory (RAM): 12,0 GB (11.9 GB usable)

System type: 64-bit Operating Systern, x64-based processor I

Pen and Touch: Mo Pen or Touch Input is available for this Display

Support Information

Computer name, demain, and workgroup settings

Computer name: LAPTOP-6QVB153U ®)Change settings

Full computer name: LAPTOP-6QVB153U

Computer description:

Warkgroup: WORKGROUP
Windows activation

Windows is activated Read the Microsoft Software License Terms

Product ID: 00327-30548-76503-AA0EM &) Change product key

Figure 1 System specifications

Figure 1 shows the specifications of the hardware that was used to for implementation
of this research.

a) Processor: Intel(R) Core(TM) i5-7200 CPU @ 2.50GHz 2.71GHz

b) Operating System: Windows 10

c) RAM: 12 GB

d) System Type: 64-bit Operating System, x64-based processor



3.

Software Specifications

a) R: R programming language was used for the implementation of the entire project.

b)

d)

a)
b)
c)
d)

All the activities like data extraction, data cleaning, data preprocessing, data
merging, data transformation, model creation and evaluation of the models was
done using R. R can be downloaded from the following link: https://cran.r-
project.org/bin/windows/base/

R studio: R studio was used for the execution of the R code. Version of the R
studio is 3.5.2. It can be downloaded from the following link:
https://www.rstudio.com/products/rstudio/download/

@ RStudio

Version 1.1.463 — © 2009-2018 R5tudio, Inc.

Mozilla/5.0 (Windows NT 6.2; WOWe4) AppleWebKit/538.1 (KHTML, like Gecko) rstudio 5afari/538.1 Ot/5.4.1

Unless you have received this program directly from RStudio pursuant to the terms of a commercial license
agreement with R5tudio, then this program is licensed to you under the terms of version 3 of the GNU Affero
General Public License,

R5tudio includes other apen source software components. The following
iz a list of these components (full copies of the license agreements
used by these components are included below):

- Ot (LGPL w2.1)

- Qtsingledpplication
- Ace (LGPL v2.1)

- Stan Ace Mode (LGPL 2.1)
- Boost

- Rapidiml

- JSON Spirit

- Google Webh Toolkit
- Guice

- GIN

- 40P Alliance

OK

Figure 2 R studio version

Tableau: Tableau 2018.2 was used for the visualization of the obtained results.
All the results were consolidated to form a single file. The average value of RMSE,
MAD and MAPE were compared by visualizing them on the same graph.
Microsoft Excel 2016: Excel 2016 was used for the extraction of the data in the
structured format, which was then converted into .csv file.

. Stepwise Implementation

Download the R language and R studio.
Installation of R studio 3.5.2

Installation of the required packages or libraries.
Setting up the working directory.


https://cran.r-project.org/bin/windows/base/
https://cran.r-project.org/bin/windows/base/
https://www.rstudio.com/products/rstudio/download/

e) Execute the .R file containing R code, to obtain the desired output.

5. Data Preparation

5.1 Set the working directory

Firstly, set the working directory. The working directory was set to
“C:\Users\grahu\Documents”. Figure 3 shows how the working directory was set in R
studio for the project.

» setwd("C:/Users/grahu/Documents™)
> getwd()
[1] "C:/uUsers/grahu/Documents”

>
Figure 3

5.2 Installation of required libraries

All the required packages were installed, and then the library was run before executing
any R script in the R studio. Figure 4 shows the list of libraries that were installed for
this research project:

1 #loading all the required libraries |
2 library(randomForest)
3 library(ie2misc)

4  library(caTools)

5 library(Metrics)

6 library(stats)

7  library(neuralnet)

8 library(Metrics)

8 library({corrplot)

18 library(mlbench)

11 library(caret)

12 library(factoextra)
13 libraryi(mlbench)

14 library({penalizedSVM)
15 library({rpart)

Figure 4

5.3 Data Extraction

The data was extracted in the structured format. The stats were in .csv file. All the

data was loaded in the R studio along with the execution of the code. 3 sets of data

were downloaded for all the 30 teams. These sets are:

a) Bat.csv contains the statistics related to the batting aspect of the game. The csv
contains records of the team since its inception in the league.

b) Pitch.csv contains the statistics related to the pitching aspect of the game. The csv
contains records of the team since its inception in the league.

c) History.csv contains the general history along with the attendance figures for the
team. The csv contains records of the team since its inception in the league.

5.4 Data Merging

The 3 .csv files were merged to form a single file, so that further preprocessing can

be done on the dataset. Figure 5 show the snippet of R code for the same:



I
HPre Processing for Arizona diamondbacks team

arz_dbk <- read.csv({"H:/RIC/Arizona_Diamonbacks/bat.csv"™)
arz_dbk_bat <- subset(arz_dbk, select=c(2:17,25:28))
striarz_dbk_bat)

arz_dbk 1 <- read.csv("H:/RIC/Arizona_Diamonbacks/pitching.csv™)
arz_dbk pitch <- subset(arz_dbk 1, select=c(6:17,24))
str(arz_dbk_pitch)

arz_dbk_2 <- read.csv("H:/RIC/Arizona_Diamonbacks/history.csv"™)
arz_dbk_hist <- subset(arz_dbk_2, select=c(1,14:18))
striarz_dbk_hist)

dbk_final <- cbind(arz_dbk bat,arz_dbk _pitch,arz_dbk_hist)
dblk_finalfWin_pectg <- (dbk _finaliwW/dbk final%a)
dbk_finalfless_pctg <- (dbk_finalilL/dbk_finalig)
Iwrite.csu[dhk_final, "H:/RIC/Arizona_Diamonbacks/Final.csv™)

Figure 5

5.5 Data Preprocessing

After the merging of data, preprocessing was done on the following data to find out
the underlying trends. This was done for all the 30 teams. Correlation plot was used
to find out the multicolinearity among the variables. Figure 6 shows the snippet of R
code for the same.

dbk <- read.csv("H:/RIC/Arizona_Diamcnbacks/Final.csv", header = TRUE)
dbk plot <- cor(subset(dbk, select=c(3:38)))

round(dbk_plot, 2)

corrplot(dbk_plot, method = “color™)

Figure 6

After drawing the correlation plot, the highly correlated variables were eliminated
using principal component analysis. Figure 7 shows the snippet of the code for PCA.

dbk_pca <- prcomp(dbk, scale. = TRUE)
dbk_pcasrotation

#plotting the resultant Principal Components
biplot(dbk_pca, scale = @)

#computing the amount of wariance explained by the PCs
variance_prcomp_dbk <- (dbk_pcaZsdev)~2|

#computing the amount of wariance explained by each PC
propvar_exp_dbk <- variance_prcomp_dbk/sum(variance_prcomp_dbk)
plot(propvar_exp_dbk, xlab="Prinicpal Component™,
ylab="Proporation of Variance Explained”,
type = "b")

#plotting the cumulative wariance explained by all the PCs

plot(cumsum(propvar_exp_dbk), xlab = "Principal Component™,
vlab "Cumulative Proporticn of Wariance Explained”,
type "b")

dataset_dbk <- data.frame(Attendance.G=dbk3Attendance.G, dbk_pca3x)
write.csvidataset dbk, "H:/RIC/Arizona_Diamonbacks/Data_afterPCA.csv”
_ _ ——

Figure 7

5.6 Data Transformation



The records were in the desired state. Only 1 transformation was done. The missing
values were imputated with the mean values of that particular column. Figure 8 shows
the snippet of the code for the same.

#preprocessing for Boston Red Sox

red sox <- read.csv("H:/RIC/Boston Red Sox/bat.csv")

red soxiCs <- ifelse(is.na(red_sox3CS), mean(red_sox%CS, na.rm=TRUE), red soxiCS)
red sox_bat <- subset(red sox, select=c(2:17,25:28))

strired_sox_bat)

Figure 8

6. Implementation of models
6.1 Implementation of Multiple Linear Regression model

library(mlbench)
library(caret)
libraryi(Metrics)

dbk <- read.csv("H:/RIC/Arizona_Diamcndbacks/Final.csv", header = TRUE)

#i#Checking for linearitydd

plot(x=dbkiW, y=dbkfAttendance.q)
plot(x=dbkiPA, y=dbkiattendance.q)
plot(x=dbkiAB, y=dbkisttendance.q)

library({caTools)
set.seed(123)
training_set = dbk [2:21, 5:37]

test_set = dbk [1, 5:37 ]

# Fitting Multiple Linear Regressicon to the Training set
dbk_model = Im(formula = Attendance.G ~ .,
data = training_set)
summary (dbk_model)
# Predicting the Test set results
dbk_prediction = predict(dbk_model, newdata = test_set)

#Evaluating the model

dbk_rmse <- (rmse(dbk_prediction,test_setfAttendance.G))/test_setfAttendance.G
dbk_mad <- (mad(dbk_prediction,test setffAttendance.q))/test_setiAttendance.q
dbk_mape <- (mape(dbk _prediction,test setifAttendance.G))/lee
- L o T

Figure 9

Figure 9 shows the R code for the execution of Multiple Linear Regression model.
This code is for only 1 team. The data was first checked for linearity. For regression
purposes, the data must be linear to avoid biased results. The data was divided into
training and testing data. The record for 2019 was taken as the test data, whereas rest
of the data was used as training data. The results were then evaluated using RMSE,
MAD and MAPE. The code for the same is present in the last 3 lines of the code.

6.2 Implementation of Random Forest model



Figure 9 shows the R code for the execution of Random Forest model. This code is
for only 1 team. The data was divided into training and testing data. The record for
2019 was taken as the test data, whereas rest of the data was used as training data.
Figure 10 shows the R code for the implementation of Random Forest model.

tigers_rf <- read.csv("H:/RIC/Detroit Tigers/Final.csv™, header = TRUE)
training tigers_rf <- tigers_rf [2:119, 5:37]
test_tigers_rf <- tigers_rf [1, 5:37]

tigers_rf_model <- randomForest(Attendance.G ~ ., data = training_tigers_rf, ntree = 588, mtry = 12, importance = TRUE)
importance(tigers_rf_model)

varImpPlot (tigers_rf_model)

plot(tigers_rf_model)

tigers_rf_pred <- predict(tigers_rf_model, newdata = test_tigers_rf)

tigers_rmse <- (rmse(tigers_rf_pred,test_tigers_rfiAttendance.G))/test_tigers_rfiAttendance.G
tigers_mad <- (mae(tigers_rf_pred, test_tigers_rfiAttendance.G))/test_tigers_rfiAttendance.G
tigers_mape <- (mape(tigers_rf_pred, test tigers_rffAttendance.G))

Team = "Detroit Tigers™
tigers_rf_evaluation <- cbind(Team, tigers_rmse, tigers_mad, tigers_mape)

colnames(tigers_rf_evaluation)[2] <- "RMSE"
colnames(tigers_rf_evaluation)[3] <- "MAD"
colnames(tigers_rf_evaluation)[4] <- "MAPE"

tigers_rf_ewvaluation

tigers_rf_output <- chind(Team, test_tigers_rfiAttendance.G,tigers_rf_pred)
colnames(tigers_rf_output)[2] <- "Actual™

colnames(tigers_rf_output)[3] <- "Predicted”

tigers_rf_output

Figure 10

6.3 Implementation of Artificial Neural Network model

Figure 11(a), 11(b) and 11(c) shows the R code for the execution of Artificial Neural
Network model. This code is for only 1 team. The data was divided into training and
testing data. The record for 2019 was taken as the test data, whereas rest of the data
was used as training data.

library(neuralnet)
library(Metrics)
library(FLR)

dbk_ann = read.csv("H:/RIC/Arizona_Diamonbacks/Final.csv", header=T)

#dividing the data inte training and testing dataset
train_dbk_ann = dbk_ann[ 2:21, 5:38 ]
test_dbk_ann = dbk_ann[ 1, 5:38 ]

d <- density(train_dbk_ann3Attendance.G)
plot(d, main="Dennsity plet for attendance per Game")
polygenid, col="blue")

m <- mean(train_dbk_annZAttendance.q)
std <- sqrt(var(train_dbk_annfattendance.q))
hist(train_dbk_anniAttendance.G, density = 28, breaks=18, prob= TRUE,
xlab="x-variable", main="Normal Distribution for Average Attendance per Game")
curve(dnorm(x, mean=m, sd=std),
col="darkblue"”, lwd=2, add=TRUE, yaxt="n")

#performing Principal Component analysis
princ_comp_dbk <- prcomp(train_dbk_ann, scale. = TRUE)

#analysing the loading of Principal Components
princ_comp_dbk%rotation

#plotting the resultant Principal Components
biplot(princ_comp_dbk, scale = @)

#computing the amount of wvariance explained by the PCs
variance_prcomp <- (princ_comp_dbkZsdev)~2

Figure 11(a)



#computing the amount of variance explained by the PCs
variance_prcomp <- (princ_comp_dbkZsdev)"2

#computing the amount of wvariance explained by each PC
propvar_exp <- variance_prcomp/sum(variance_prcomp)
plot(propvar_exp, xlab="Prinicpal Component”,
ylab="Proporation of Variance Explained”,
type = "b")

#plotting the cumulative variance explained by all the PCs

plot(cumsum(propvar_exp), xlab = "Principal Component”,
ylab = "Cumulative Proportion of Variance Explained”,
type = "b")

#adding principal components with training dataset
train_dbk_pca <- data.frame(Attendance.G = train_dbk_anniAttendance.G, princ_comp_dbkix)

#creating the training data with PCs
train_dbk_pca <- train_dbk_pca[ ,1:28 ]

# fitting the neural network model now
set.seed(122)
dbk_ann_model = neuralnet(Attendance.G ~ ., train_dbk_pca, hidden = 3 , linear.ocutput = T )

# plot neural network
plot(dbk_ann_model)

#transforming initial test data into PCA
test_dbk_pca <- predict(princ_comp_dbk,newdata = test_dbk_ann)
test_dbk_pca <- as.data.frame(test_dbk pca)

#selecting all the required components
test_dbk_pca <- test_dbk_pcal,1:28]

Figure 11(b)

#tselecting all the required components
test_dbk_pca <- test_dbk_pcal[,1:28]

## Prediction using neural network
dbk_ann_pred <- predict(dbk_ann_model,test_dbk_pca)
dbk_ann_pred <- as.data.frame(dbk_ann_pred)

dbk_rmse <- (rmse(dbk_ann_prediVvl, test_dbk_annZAttendance.G))/test_dbk_annifAttendance.G
dbk_mad <- (mae(dbk_ann_prediVl, test_dbk_annfAttendance.G))/test_dbk_anniAttendance.G
dbk_mape <- mape(dbk_ann_prediVl, test_dbk_anniAttendance.)

Team = “"Arizona Diamondbacks"

dbk_ann_evaluation <- cbind(Team, dbk_rmse, dbk_mad, dbk_mape)
colnames(dbk_ann_evaluation)[2] <- "RMSE™

colnames(dbk_ann_evaluation)[3] <- "mMaDp”

colnames(dbk_ann_evaluation)[4] <- "MAPE™

dbk_ann_evaluation

dbk_ann_cutput <- cbind(Team, test_dbk_annfAttendance.G,dbk_ann_pred)
colnames(dbk_ann_ocutput)[2] <- “Actual”

colnames(dbk_ann_cutput)[3] <- "Predicted”

dbk_ann_output

Figure 11(c)

6.4 Implementation of Support Vector Regression model



Figure 12(a) and 12(b) shows the R code for the execution of Support Vector
Regression model. This code is for only 1 team. The data was divided into training
and testing data. The record for 2019 was taken as the test data, whereas rest of the
data was used as training data.

library{rpart)
library(el871)
library(Metrics)
library(penalizedSvM)

dbk_svm <- read.csv("H:/RIC/Arizona_Diamonbacks/Final.csv", header = TRUE)

# Create training and test se
train_dbk_swm = dbk_swm[ 2:21, 5:38 ]
test dbk_swm = dbk_swm[ 1, 5 ]

kRegression with swm
dbk_svm_model <- swm(Attendance.G ~., data = train_dbk_svm, kernel = "linear”, cost = 18, scale = FALSE)
plot(dbk_svm_model, train_dbk_svm)

#Predict using SVWM regression
dbk_svm_pred <- predict(dbk_swm_model, test_dbk svm)

#0verlay SVM Predictions on Scatter Plot
points(test_dbk_svm[1], dbk_swm_pred,col=c("red","black™),pch=16)

##Calculate parameters of the SVR model
OptModel_dbk_swm=tune(svm, Attendance.G ~., data=train_dbk_svm,ranges=list(elsilon=seq(®,1,8.1), cost=1:18@8))
plot(OptModel_dbk_swvm)

#finding the bestmodel
bstmodel_dbk_swm <- OptModel_dbk_svmIbest.model

#Predict outcome using best model

best_dbk_swvm_pred <- predict(bstmodel_dbk swm, train_dbk_swm)
final dbk_swm_pred <- mean(best_dbk_swm_pred)

#Find value of W

W = t(dbk_svm_modelicoefs) %*% dbk_swvm_model3sv

W

#Find value of b

Figure 12(a)

W
#Find wvalue of b
b = dbk_swvm_modelirho

b

dbk_rmse <- (rmse(final_dbk_swvm_pred,test_dbk swvmisttendance.q))/test_dbk_ swmiAttendance.G
dbk_mad <- (mae(final_dbk swm pred, test dbk swvmifAttendance.G))/test_dbk swmiAttendance.G
dbk_mape <- mape(final_dbk_svm_pred, test_dbk swvmisttendance.@)

Team = "Arizona Diamondbacks™

dbk_swm_ewvaluation <- cbind({Team, dbk_rmse, dbk_mad, dbk _mape)

colnames (dbk_swm_evaluaticon)[2] <- "RMSE"

colnames (dbk_swvm_evaluation)[3] <- "MAD"

colnames (dbk_swm_evaluaticon)[4] <- "MAPE"

dbk_swm_ewvaluation

dbk_swvm_cutput <- cbind(Team,test_dbk_ svmiAttendance.G,final_dbk_swvm_pred)
colnames (dbk_swvm_output)[2] <- "Actual”

colnames (dbk_swvm_output)[3] <- "Predicted”

dbk_swm_output

Figure 12(b)
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