
Configuration Manual:Lung cancer detection
using machine learning techniques and image

processing

MSc Research Project

Data Analytics

Sumit Jadhav
Student ID: 18129633

School of Computing

National College of Ireland

Supervisor: Dr. Mohammad Iqbal

www.ncirl.ie



National College of Ireland
Project Submission Sheet

School of Computing

Student Name: Sumit Jadhav

Student ID: 18129633

Programme: Data Analytics

Year: 2018

Module: MSc Research Project

Supervisor: Dr. Mohammad Iqbal

Submission Due Date: 20/12/2018

Project Title: Configuration Manual:Lung cancer detection using machine
learning techniques and image processing

Word Count: 788

Page Count: 12

I hereby certify that the information contained in this (my submission) is information
pertaining to research I conducted for this project. All information other than my own
contribution will be fully referenced and listed in the relevant bibliography section at the
rear of the project.

ALL internet material must be referenced in the bibliography section. Students are
required to use the Referencing Standard specified in the report template. To use other
author’s written or electronic work is illegal (plagiarism) and may result in disciplinary
action.

Signature:

Date: 12th December 2019

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST:

Attach a completed copy of this sheet to each project (including multiple copies). �
Attach a Moodle submission receipt of the online project submission, to
each project (including multiple copies).

�

You must ensure that you retain a HARD COPY of the project, both for
your own reference and in case a project is lost or mislaid. It is not sufficient to keep
a copy on computer.

�

Assignments that are submitted to the Programme Coordinator office must be placed
into the assignment box located outside the office.

Office Use Only

Signature:

Date:

Penalty Applied (if applicable):



Configuration Manual:Lung cancer detection using
machine learning techniques and image processing

Sumit Jadhav
18129633

1 Introduction

This configuration manual will help to replicate the research “Lung Cancer Detection
Using Classification Algorithms” from scratch. This configuration manual gives detailed
information of the required prerequisite to set up and successfully build, run and test this
research using suggested framework.

This manual is divided into following sections: Section 2 gives the details of the en-
vironment setup. Section 3 discusses about the libraries required for implementing this
project. Section 4 gives all the details regarding the dataset. Section 5 explains how the
models are implemented and contains the information regarding code repository.

2 Hardware Specification

• Operating System: Windows 10 Home Single Language (10.0, Build 18362)

• Processor: Intel(R) Core (TM) i5-3317U CPU @ 1.70GHz (4 CPUs)

• Installed RAM: 8.00 GB

• System Type: 64-bit OS, x64-based processor

2.1 Software Specification

• Anaconda Navigator for Windows (Version 1.9.7)

• Jupyter Notebook (Version 6.0.2)

• 2.3 Programming Requisites

• Python (Version 3.7.5)

2.2 Python Environment Setup

The project was completely implemented using python language, so Anaconda framework
was selected. In Anaconda framework there are several preinstalled environments like
Jupyter lab, Jupyter Notebook, Spyder, Glueviz, Orange 3, R Studio and VS Code.
Figure 1 explains the launch of Jupyter Notebook environment. Jupyter provides an
interface to write the code, build the models and testing of it.
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Figure 1: Classification models Evaluation Score

3 Libraries required

All the libraries which were required to build this research project are mentioned below
in the table 1 along with the commands which can be used to import them. Also, some
of the libraries are required to download before using them.

4 Dataset

The dataset for this research can be accessed from ? https://www.kaggle.com/kmader/
lungnodemalignancy The dataset has This dataset is completely available on the pub-
lic domain named Kaggle and was created by Kevin Mader. This dataset has a total
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of 6,691 images in which 4,165 images are labeled as benign and 2,562 images are
labeled as malignant. This dataset was extracted from The Cancer Imaging Archive
(TCIA): https://wiki.cancerimagingarchive.net/display/Public/LIDC-IDRI and was con-
verted into a multipage Tagged Image File Format (TIFF) format. This image can be
viewed with a specific software specified by the author which are ImageJ or KNIME.
These images were split and converted into jpg as TIFF does not supports compression
and for neural network full resolution images can cause memory operation errors.

4.1 Data Pre-processing

As the dataset was present in a multipage tiff it was split into an individual image and
converted to a Joint Photographic Experts Group (JPEG) format. This was done using
TIFF Splitter tool. As all the images should be in same dimensions the reshaping of
the images was done to the dimension of 64x64 by using Python Jupyter and further
antialiasing filter was applied. Figure 2 explains the steps taken in data preprocessing.

Figure 2: Image Pre-processing and Transformation

For splitting the TIFF file, a tiff splitter application was used. This tool can be
downloaded from https://tiff-splitter.windows10compatible.com/ . After downloading
this tool is ready to install and after installation following interface can be seen. In
this interface selection of the input TIFF file and destination folder is required. For the
conversion of the image in checkbox is required to be clicked on.The interface of the tool
is explained in figure 3.

4.2 Loading the Dataset

After this further preprocessing of image in done where these images and stored in an
array and then resize and grayscale conversion operation is performed with the help of
the following code mentioned in figure 4:
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Figure 3: Image Pre-processing and Transformation

Figure 4: Python code for loading the dataset

5 classification Model Implementation

5.1 Convolution Neural Network (CNN)

Implementation process for CNN is done completely from the scratch and the model can
be explained further with the help of comments present in the code.
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5.2 Support Vector Machine (SVM)

For applying SVM following code was used for implementation:
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5.3 Random Forest (RF)

For applying RF following code was used for implementation:
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5.4 Adaptive Boost (ADABost)

For applying ADABost following code was used for implementation:
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5.5 Extreme Gradient Boost (XGBoost)

For applying XGBoost following code was used for implementation:
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6 References

• Dataset Source : https://www.kaggle.com/kmader/lungnodemalignancy

• Code Reference for CNN : https://pythonprogramming.net/loading-custom-data-
deep-learning-python-tensorflow-keras/

• Code Reference for Other CLassification Models: https://github.com/Abhishek-
Arora/Image-Classification-Using-SVM/blob/master/src/imageClassifier.py

• Code Reference for Tensorflow Learning: https://www.tensorflow.org/api docs/python/tf

• Code Reference for Learning Keras : https://www.tensorflow.org/api docs/python/tf/keras/

12


	Introduction
	Hardware Specification
	Software Specification
	Python Environment Setup

	Libraries required
	Dataset
	Data Pre-processing
	Loading the Dataset

	classification Model Implementation 
	Convolution Neural Network (CNN) 
	Support Vector Machine (SVM)
	Random Forest (RF)
	Adaptive Boost (ADABost)
	Extreme Gradient Boost (XGBoost)

	References

