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Analysing the impact of social media on online 

shopping platform sales by using sentiment analysis 

with text mining 
 

Xiyao Xu  

x18107834 
 
 

 

Abstract 

With the continuous development of the shopping platform today, more and more 

people have entered the industry of online shopping platform merchants, and there are 

also countless consumers shopping on the Internet. Huge turnover conceals huge 

business opportunities. The purpose of this article is to use sentiment analysis 

technology to study people's attention to clothing features on social media and extract 

the keywords of clothing features as a bridge between seller sales and consumer to study 

whether this attention can be used by online merchants when they are planning the stock. 

While since people consider many factors when deciding whether to spend money on 

shopping, the study found that this attention is a very small factor to sellers. 

 
 

1 Introduction 

Weibo is the biggest social media platform in China, it has about 400 million users. People 

share their ideas every day on weibo, these ideas reacted the mood, the view and users’ 

potential behaviours. To date, there are a lot of studies worked on the social media to find the 

value of these tweets. Raj et al. (2015) found social media plays an important and positive 

role in communicating with clients, Kim and Johnson (2016) describe the impact of 

environment/information stimulation on consumers’ reaction. They said the brand related 

consumers’ behavior, brand involvement and potential brand sales has important impact on 

brand.   

Online shopping is a very popular shopping method, the platform used in this paper is Taobao, 

which is a part of Alibaba, the platform has 600 million active user and on November 11th 

(currently the most popular shopping festival in China), it has 250 billion RMB sales. Since 

the platform is a large data provider and a lot of famous brand companies and personal sellers 

have their shops on the platform, having the study based on the platform can be referenced. In 

the past there are also a lot of paper study the relationship between social media and online 

shopping platform. 
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1.1 The study on the relationship between social media and online 

shopping  

In (Chung and Austria, 1973)’s research, he studies on 1. the level of satisfaction in using 

social media. 2. The attitude of media sales information and (3) the effectiveness of 

information about the value of online shopping. The satisfaction of social entertainment, 

including entertainment, information, and interaction, were tested as exogenous variables. 

People's attitudes to social media marketing messages and the value of online shopping are 

intrinsic variables. The results show that attitudes to social media marketing messages are 

closely related to social media interaction and information satisfaction instead of 

entertainment satisfaction. In addition, positive social media marketing messages increase the 

hedonic value of online shoppers.  

In (Zhang et al., 2017)paper, he used a unique consumer panel data set that tracks people's 

shopping and social network website browsing and their online purchase activities within a 

year to study whether consumers' online shopping activities are related to their use of social 

networks, and if so, what is the law of this relationship. On the one hand, spending time on 

social networks can promote social discovery, which means that consumers "discover" or 

"accidentally discover" products by connecting with others. The authors found that greater 

usage of social networking sites was positively correlated with shopping activities. However, 

they also found a short-term negative relationship that caused online shopping activity to 

decrease immediately after social network usage increased for a period.  

1.2 The problem faced by the sellers: 

On the other hand, online shopping is now facing a important problem of warehousing 

management.  

In (Patil and Divekar 2014)’ s study, their research subjects are B2C e-commerce 

company or online retailers. They studied on the demand changes, Reverse logistics, 

inventory-free policies in inventory management and risks like sales loss, client loss, low 

satisfaction of clients. The study shows online retailers are having countless inventory 

management problems like demand changes, out of stocks, the number of inventory, the poor 
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quality goods and so on. The study thinks better inventory management plays an important 

role in improving customers’ satisfaction.  
 

Shen et al. (2016) says fashion cloth industry has become an important industry because of its 

great sales. In this industry, inventory needs is highly fluctuated because of market demands 

and since there are a lot of products, the management of fashion product inventory is very 

complex. In the study, they show the opinion that the inventory management, inventory 

sustainability and case study methods are the important study purpose in the future.   

 
research question:  

 

To what extent can social media affect the online sales in fashion cloth industry? 
 
research objectives:  
 

The purpose of the paper is according to use sentiment analysis and text mining, analysing 

the cloth features which are most discussed and most popular, at the same time, checking the 

sales on online shopping platform to see if the popularity of the cloth on social media is 

related with the sales on online shopping platform. Because when people have a purchase 

behaviour, they will consider many factors. The paper can help the online shopping 

platform’s marketers to have a reference on their warehousing management.  
 
hypotheses: 
 
H0: the sales on the online shopping platform is not related with the popularity of the cloth on 
the social media.  
 
H1: the sales on the online shopping platform is a little related with the popularity of the cloth 
on the social media  
 
H2: the sales on the online shopping platform is very related with the popularity of the cloth 
on the social media  
 

 

2 Related Work 
 

Because social media and online shopping are very popular things, it is unsurprisingly 

that they attract the attention of many researchers, who have studied the relationship between 

social media and online shopping in various fields.  
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2.1 Research on relationship between social media and online 

shopping in apparel 

 

Although there were a lot of researches study on the correlation between social media and 

online shopping, there were not so much in the field of clothing. 

(Napompech, 2014) conducted the research on shoppers who made online purchases in the 

past. He used the way of making questionnaire to study on 412 respondents and found that 

most of them use Facebook to communicate with each other about clothing. The result was 

that the one of the factors that drive shoppers to shop is social networking. 

(M. Kang et al., 2014)used Engel, Kollat, and Blackwell's model to conduct on 304 social 

network users, their purpose was to see whether the consumer’s decision style was related to 

the usage of electronic word of mouth (eWOM) in social networking sites (SNS) to look for 

opinions and their attitude of the usage of SNS for shopping clothes online. As the result, 

among the consumer decision-making styles, creativity / fashion consciousness / decision 

style was the most important requirement for using eWOM to look for opinions. Originality / 

fashion consciousness, brand consciousness and price consciousness decision style directly 

affected the willingness of using online clothing shopping. The shortcoming of this article 

was its limited geographical location, the research range was not complete. Diversity of 

consumers (such as those had different decision-making styles) may had different reaction 

and result to different focused SNS. 

(Darben and Li, 2012) tried to find out what steps an online social network can have 

influencing a consumer's purchasing decision when it affected a food retailer; and why these 

steps were affected by an online social network. The author conducted face-to-face and in-

depth interviews on the phone with 11 interviewees, combined with theoretical framework 

analysis, and found that online social networks had different degrees of impact on each step 

of the food purchaser's consumer purchase decision process. When it came to purchasing 

decisions about food retailers, online social networks have the biggest impact on information 

search. The main reason was that Facebook's features bring convenience to consumers, so 

consumers spend more time, and Facebook's features allow consumers to interact with 

supermarkets and other consumers and see other consumers' Facebook pages on the 

supermarket and leave a comment. Consumers can express satisfaction or dissatisfaction with 

their experience to the company, product or service after consumption, or share their 

knowledge and perspectives on their online social networks and with others. Finally, as this 

study only covers consumer perceptions of online social networks, further research can look 

at online social networks from a company perspective. 

(Nadeem et al., 2015) believed that consumers are increasingly searching, evaluating and 

purchasing products through social media and websites, but little is known about how these 

activities affect their trust, attitudes to online retail and their online shopping behaviour. So, 

they conducted an online survey of Gen Y Italian consumers who used Facebook to search 

various sites to buy clothing online. Validate the structure using confirmatory factor analysis 

and test hypotheses by using a structural equation model (SEM). The survey results 

confirmed that the quality of website services and consumers 'tendency to use Facebook for 
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online shopping directly affected consumers' trust in electronic retailers (whether they would 

buy or not). 

2.2 Research on studying the relationship between social media 

and online shopping in other areas (mainly data mining) 
 
(Erkan and Evans, 2018) tested and compared the impact of friend recommendations on 

social media and anonymous reviews on shopping sites under online purchase intent. They 

analysed the impact of the two platforms based on information adoption model (IAM) 

components and found that anonymous comments had a far greater impact on consumers 

'online purchase intentions than friends' suggestions on social media. At the same time, 

contrary to expectations, information volume, information readiness, detailed information 

and dedicated information are factors that make shopping websites better than social media in 

terms of the impact of electronic word of mouth (eWOM). 

(Gaikar and Marakarkandy, 2015) used sentiment analysis to make predictions on movie 

sales, he studied the impact of these reviews on viewers by analysing positive, negative, 

strongly positive, and strongly negative online reviews of movies. In the article, he collected 

the required data in the form of a questionnaire and performed sentiment analysis by using 

various theories. The author believed that in addition to the need to expand the research scale, 

the work of this research could also be carried out in other fields. 

(Karthika et al., 2016) used data which collected from social media and transformed the data 

into smart data to help product owners analyse how people think about products The author 

used Apache Flume, Apache hive, and Apache HDFS to obtain and analyse the data, then 

analyse the tweets based on the filtered words, and then compare them to already available 

data sets. Based on that comparison, tweets are rated and classified as positive, negative, and 

neutral. The author used this method to help relevant people understand what consumers 

think, and consumers can also analyse these reviews. 

(Dijkman et al., n.d.) also used sentiment analysis on Twitter to predict sales, and he analysed 

products that were less socially oriented than movies and books. He believes that for movies 

and books, the number of tweets is directly related to sales, but not for other products. When 

he classified the tweets, he divided the tweets into positive, neutral, and negative. He found 

that many people on Twitter had positive opinions, and he thought it was not surprising, 

because spam was often considered positive. He found that although existing research has 

shown a link between activity on Twitter and movie or book sales. But this rule does not 

work for all products. This research shows that the initial correlation between Twitter activity 

and products that generate less Twitter activity is much smaller. One can use the number of 

positive tweets to predict sales. However, the evidence only applies to the four countries 

studied, and only if the importance of the steadiness of the tweet is accepted, or it is in long-

term forecasts (next five weeks or more). The conclusions of this article are too narrow, if 

others want to understand the situation in other regions, they need to study separately. In 

addition, the object of this study: the characteristics of clothing are small change cycles, and 

the requirements change frequently, so the conclusion of this article is not applicable. At the 

same time, the article also suggests that not all products have the same rules, which need to 

be considered with the characteristics of the product itself. 
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(Pai and Liu, 2018) using Twitter data and stock market value to determine car sales, he 

applied Bayesian algorithm for sentiment analysis, and finally found that using mixed data 

including social media sentiment analysis and stock market data can improve prediction 

accuracy. In addition, due to Twitter keywords will significantly affect the accuracy of search 

results and has an impact on the accuracy of predictions, so more systematic techniques for 

selecting the right keywords from Twitter may become the direction of future research. 

Another possible direction for future research is to use other social media data, such as 

Facebook and YouTube, to predict car sales. Finally, Twitter's geographic information 

collection may be an important issue for future research to improve tweet analysis. 

2.3 Sentiment Analysis in Short Text Analysis of Social Media 

Types： 

At present, the research work of text sentiment analysis is mainly divided into semantic-

based sentiment dictionary method and machine learning-based method.  

(Wang et al., 2013) proposed a Chinese bag of words model based on the dependency 

grammar of Weibo sentences. Then, they calculated the sentiment polarity score for each 

opinion and weighted summed the sentiment evaluation for each sentence. Confidence values 

for polarity scores of the sentences are also defined. With it, we can extract sentences with 

high confidence as annotated data, which can guide further analysis. They applied the model 

to summation evaluation and semi-supervised methods. Their experiments on Chinese 

sentiment analysis on the NLP & CC 2012 dataset prove the effectiveness of the method. 

(Shuoqiu and Chaojun, 2019) used TextRank and word2vec models (combining a general 

sentiment dictionary and an online course review corpus) to identify and extract sentiment 

words. Then, a tag propagation algorithm is applied to distinguish the sentiment polarity of 

sentiment words, thereby constructing a sentiment dictionary for online course reviews. The 

experimental results show that this method is an accurate and effective method to achieve 

sentiment classification in online courses. 

(Sun et al., 2019) used automate analysis to the sentiment of Tibetan microblog text, the 

sentiment in text was identified, and an analysis method based on Tibetan sentiment 

dictionary and rules was proposed, and sentiment characteristics were expressed in it. The 

experimental results show that the accuracy of emotion recognition based on the Tibetan 

sentiment dictionary is 78.6%, which provides a basis for establishing a high-precision 

Tibetan text sentiment classification system. 

(Xue et al., 2014) thought that analyzing the hidden emotions in this information can benefit 

online marketing, brand promotion, customer relationship management, and public opinion 

monitoring. This paper proposed a new model based on the Word2vec tool to build a 

sentiment dictionary based on our semantically oriented point-to-likeness distance (SO-SD) 

model. Then they used sentiment dictionary to get the sentiment of Weibo information. 

(Zhang et al., 2018) proposed a kind of sentiment dictionary-based sentiment analysis method 

for Chinese Weibo text to better support the work of network regulators. First, the emotion 

dictionary can be extended by the extraction and construction of degree adverb dictionary, 

network word dictionary, negative word dictionary and other related dictionaries. Secondly, 

the emotional value of Weibo text can be obtained by calculating the weight. Finally, Weibo 
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texts on a certain topic can be divided into positive, negative and neutral. Experimental 

results show the effectiveness of the method. 

(Shuoqiu and Chaojun, 2019) thought the construction of sentiment dictionary was one of the 

most important and basic tasks in the field of text mining. At present, there was no universal 

and complete sentiment dictionary in the field of text mining. This paper proposed a method 

of constructing an emotional dictionary based on Word2vec. This method integrated the 

existing sentiment dictionary first, then used the SO-PMI algorithm to determine the 

sentiment polarity of unrecorded network words. Word2vec was used to correct the results. 

The modified network words were added to the emotional dictionary to complete the 

construction of the emotional dictionary. Finally, in order to verify the effectiveness of the 

proposed method, we used the constructed sentiment dictionary to distinguish the sentiment 

polarity of the text. The experimental results showed that the microblog sentiment dictionary 

constructed by this method has high accuracy and reliability. 

 (Alemneh et al., 2019) provided an algorithm for constructing Amharic sentiment dictionary. 

The proposed method relies on the Amharic-English dictionary to transfer emotional tags 

from one language (such as English) to a language with limited resources (such as Amharic). 

Used a bilingual / monolingual dictionary as a bridge, two Amharic sentiment dictionaries 

would be automatically generated, the first one was based on the SO-CAL polarity dictionary 

and the second one was based on SentiWordNet 3.0. For each Amharic word, the algorithm 

found the meaning of the corresponded English word. For these English words, the emotional 

information is searched from the above emotional dictionary.  

2.4 TF-IDF： 

(Ramos, n.d.)checked the results of applying the term frequency inverse document frequency 

(TF-IDF) to determine which words in the document corpus might be more suitable for use in 

queries. TF-IDF calculates the value of each word in a document by inversely proportion of 

the frequency of words in a document and the percentage of documents in which that word 

appears. Words with a high TF-IDF value has a relationship with their appearance in the 

document, indicating that if the word appears in a query, the user may be interested in the 

document. We provide evidence that this simple algorithm can effectively classify related 

words that can enhance query retrieval capabilities. 

(Qaiser and Ali, 2018)checked the relevance of keywords to the corpus document. The main 

limitation of TF-IDF is that even the changes slightly, the algorithm still cannot recognize 

words, such as the tense. Another limitation of TF-IDF is that it cannot check the semantics 

of the text in the document. TF-IDF algorithm is easy to realize and has a strong function but 

its limitation still cannot be neglected.  

(Zhang and Ge, 2019) believed that many improved methods of the TF-IDF algorithm have 

achieved good results, but they are not effective for desensitized data or encrypted data. In 

this paper, we proposed a new concept, which was the strength of class discrimination, and 

used it to improve TF-IDF. The new algorithm is called TF-IDF-ρ, and the author used it to 

represent desensitized data for text classification. It was worth to be mentioned that the 

experimental results of the testing set showed its effectiveness. Finally, experiments 

performed on a desensitization tester showed that compared with traditional TF-IDF, TF-

IDF-ρ can increase the F1 measurement by up to 4.07%. 
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2.5 Conclusion： 

Through the literature collected above, it can be found that researchers are constantly 

improving these two methods. In sentiment analysis, scholars have found that add more 

words related to the field of study into the dictionary can improve the accuracy of the results 

better. At the same time, since many new words are constantly being created, when using 

basic words, it is also necessary to add these new words. TF-IDF, as a keyword extraction 

algorithm that has been used, researchers are no longer satisfy accuracy it had in the past, and 

they are thinking about using it in combination with other algorithms to improve his accuracy. 

On the other hand, when reading the article (Dijkman et al., n.d.), he found that not all 

products are the same to movie or book which sales are related to the effect social media. 

This broke my inherent impression of the impact of social media on clothing sales. On social 

media, there are so many recommendations about clothing and the sharing of clothing, but it 

is unknown whether the more you talk about the cloth, the better it sales well online, if the 

warehouse management is not proper, or if the sellers just follow the trend and 

recommendations in social media. The purchase is a great loss to individual online stores. 

 

3 Research Methodology 
 
KDD, SEMMA, and CRISPDM are the three most widely used methodologies, so it is more 
appropriate to associate their role with the research purpose and process in this article to find 
the most appropriate one. 
 
KDD：(Fayyad et al, 1996) said that the KDD process is a process of extraction which use 
the DM method. According to the specifications of the metrics and thresholds, which 
database to use as knowledge, and any required database preprocessing, sub-sampling, and 
conversion, there are five stages in KDD 
 
SEMMA was developed by the SAS Institute. The acronym SEMMA stands for Sample, 
Explore, Modify, Model, Evaluate, and refers to the process of conducting a data mining 
project. (Azevedo and Santos, n.d.) 
 
CRISP-DM stands for the data standard flow in Cross-industry. It is consisted by a six steps 
‘circulation: Business understanding，Data understanding，Data preparation， 
Modeling， Evaluation and Deployment. 

  
After (KDD-CRISP-SEMMA.pdf)’s comparison, he thought SEMMA process can be seen as 
a training pattern of the KDD, and the difference between KDD and CRISP-DM is the 
business requirement. 
Since in the paper, there is no directly business purpose and SEMMA is used for the users of 
SAS software, I think KDD is the most proper to me. 
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The Knowledge Discovery in Databases (KDD) process (Fayyad et al., 1996). 

 

 

3.1 Data collection 

The data in this study was extracted by using data acquisition software, and 20,000+ pieces of 

data were extracted from taobao (online shopping platform) and weibo (social platform) 

respectively using keywords. Due to the unique limitations of the textile and apparel market 

in the apparel industry, such as fluctuations in demand, peak sales seasons, a large variety of 

products, and short life cycles (Thomassey, 2010), the data extracted are data for the past 

three months. The keywords are related to clothing and dressing: wearing, women's clothing 

etc.. Since the data of the Weibo platform is always frequently refreshed, and the number of 

data has been kept at the maximum of 50 pages, so the extracted data can be guaranteed to be 

the latest, however, because the product data of the taobao platform will not be the same as 

weibo, its old data will not automatically disappear. If the seller did not removed the data, the 

data will still be extracted, which has been listed for a long time, such as the spring of 2019 

clothes, since these clothes have been on the shelf for a long time, the sales volume has been 

accumulated a lot, and it is easy to cause deviations in the data. Therefore, the keyword 

extraction on taobao side will bring autumn and winter words. 

The original dataset sample of Taobao (There are 14 columns): 

 

 

 

 

 

The original dataset of weibo(There are 14 columns): 

User_nam

e 

Twee

t 

Favorit

e 

Retwee

t 

comment
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Thumb

s 

Tim

e 

Fro

m 

Websit

e link 

Twee

t link 

 

 

Shop name location Name Price Payment Link Picture address 

       

Goods link Goods ID Shop type Current page’ website Current time Page Advertisment? 
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3.2 pre-processing 

In the data preprocessing, unnecessary columns are deleted, at the same time, the null values 

in different columns are processed differently. In Weibo data, the null values of tweets are 

retained, and if values of likes and retweets are null, replace it with 0. In the taobao data, the 

data of sales volume is filled with 0 where the value is empty. In the extracted original data, 

the original data of the number of payers in taobao shows that xxx people pay. Delete it and 

only keep numbers to bring convenience to the later study. At the same time, due to the large 

crowd of social media, the related tweets from famous stars are deleted, because the users 

who liked them liked the idols instead of the clothing itself, and these tweets often have many 

thumbs and retweets. The number of likes and retweets is easy to cause large deviations in 

subsequent data analysis. At the same time, advertisements and repeated tweets are also 

deleted. 

3.3 Feature extraction 

In feature extraction, firstly use the word segmentation dictionary to segment the sentence, 

cut each sentence into daily vocabulary, and then use stop word list to remove the stop word. 

The reset word refers to the phrase that is usually repeated but not do not have meaning. Give 

the scores to each degree words, for example: very, a little, almost, etc. 

 

3.4 Transformation 

In order to perform sentiment analysis on Weibo tweets later, copy the tweets to a txt file. In 

this study, the object format of sentiment analysis is text. Make sure that the data format to be 

analyzed is text format and confirm that its Unicode Transformation Format is correct and 

executable. 

 

 

3.5 Data mining 

 

In this study, the part of data mining uses text mining for sentiment analysis. The method of 

this article is to use an emotional dictionary to score tweets, and according to the constructed 

emotional dictionary, extract the emotional words of the text to be analyzed, and then 

calculate their emotional tendencies. The affective dictionary generally includes: affective 

words and degree words. Users use emotion words to express their attitudes, such as: like, 

hate, etc..; while users use degree words to express their strength, such as: very, average, etc. 

Different emotional strengths have different scores. First, the sentence is segmented, and the 

words in the segmentation result are matched according to the emotional dictionary. The sum 

of the scores of each word can be divided into positive and negative numbers. In the results 

of this article, sentiment score greater than 0 are recorded as 1 (positive emotion), results 

equal to 0 are recorded as 0 (neutral emotion), and results less than 0 are recorded as -1 

(negative emotion). 
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3.6 Interpretation/Evaluation 

Firstly, using TF-IDF to extract the keywords related to the characteristics of the clothing 

from the product name of taobao, and use the keywords to do the calculation. In social 

platforms, use the result of the emotional score as the basis to calculate the popularity of each 

feature. Popularity is equal to (Weibo Likes + Retweets) * Emotional score (which is 1,0 or -

1). At the same time, each Weibo's (Weibo Likes + Retweets) plus one point, one point 

means the thumb from the person who published the tweet. 

 

Popularity = （Weibo Likes + Retweets+1）* Emotional score (which is 1,0 or -1) 

After the calculation,  

Use the keywords extracted by TF-IDF to categorize the products name in the data set of the 

online shopping platform and calculate the total sales of each category. Finally, we get two 

columns of popularity and sales, and use spss to remove the extreme values in the data to 

calculate their correlation. Correlation calculation I used spss to do linear correlation, 

univariate linear regression and curve regression. 

 

 

4 Design Specification 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5 Implementation 

The process of Social media 
data 
 

Data preprocessing 

Transformation 

Data extraction 
 

Data mining 

The process of Online 
shopping data 
 

Data extraction 

Data preprocessing 

Transformation 

TF-IDF keyword extraction 

Calculate the popularity and sales 
 

Calculate the correlation of two 
variables  
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5.1 Sentiment analysis： 

5.1.1  Data pre-processing 

 

Domain-oriented sentiment dictionary is widely used for fine-grained sentiment analysis of 

reviews. (Du et al., 2010) The sentiment analysis uses python. In the process of using 

emotion dictionaries to analyze emotions, external emotion dictionaries are necessary. A total 

of 10 external dictionaries were used. In the previous literature survey, it was proved that 

adding new common words into the word segmentation and using words which are unique to 

the field of research into the dictionary can improve the accuracy of the analysis, so in 

addition to these 10 lists, I also collected some dictionary in e-commerce field and some 

popular words and add them into degree list and emotion list.  

 
The seven files on the left are words that indicate degree, the three files on the right are 

positive, negative words, and stop words are stop words. In the dictionary, each word is 

associated with a series of distributions of human emotions. (Rao et al., 2014) 

 

When doing text processing, in order to divide the sentence into words that we are familiar 

with, we should import the dictionary inside jieba package and add the segment words we 

collected first, then divide the sentences according to the dictionary. Jieba generated a 

directed acyclic graph, in which based on the Trie tree structure (a dictionary tree that uses 

the common variables of strings to save query time), all Chinese characters in the analyzed 

sentence can be turned into words. Then, a dynamic programming algorithm is used to find 

the maximum probability path, and the maximum segmentation form is obtained according to 

the word frequency to achieve Chinese text segmentation. You can recognize the words and 

expressions in Weibo posts and comments by defying word segmentation. （wang2019） 

 

For example: "我好开心（I'm so happy）" will be divided into "I (I) 好 (so) 快乐" (happy) ". 
The English translation currently seen in this sentence will be a bit weird, because ‘am‘ is 
missing. Since ‘am’ has no practical meaning in this sentence, and that is the stop word going 
to be deleted later. 
 

The most common and no meaning words in English are called stop words. Stop words are 

language-specific function words and contain no information. It may be of the following 

types, such as pronouns, prepositions, conjunctions.(Ramasubramanian and Ramya, 2013) 

In this study, using the stop-words dictionaries produced by Harbin Institute of Technology, 

baidu stop words and Sichuan University machine learning lab, which are currently 

mainstream and widely used stop word lists. 
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Read the words with six weights, return the list according to the requirements, and get a list 

with six weights. These six lists represent six different degrees, most, very, more, ish, 

insufficiently and inverse. 

 
 

5.1.2 Sentiment analysis 

 

The process of the code: 

 

1. In python, the code read the emotion dictionaries and give score to each degree. 

The degree of most is 2, very is 1.75, more is 1.5, ish is 1.2, insufficient is 0.5 and 

inverse is -1 

2. Calculating the score of each sentence: 

3. Cut the sentence by sentence, so that the sentence can be calculated one by one. 

4. When there is a positive emotion word, +1, if there is a negative emotion word, -1.  

5. If there is an exclamation mark, score+2 and break the circle. 

6. After breaking the circle, calculating the final score by cyclically accumulate the 

segments. 

7. Output the result of the test. 

 

Then calculate the priority: 

 

Popularity = （Weibo Likes + Retweets+1）* Emotional score (which is 1,0 or -1) 

5.2 TF-IDF keyword extraction 
 
TF-IDF (short for term frequency–inverse document frequency) is a statistical method used to 

evaluate the importance of a word to a file set or a file in a corpus. The importance of a word 

increases proportionally with the number of times it appears in the file, but at the same time 

decreases inversely with the frequency of its appearance in the corpus. 

The main idea of TFIDF is: If a word or phrase appears frequently in one article and has a high 

frequency of TF, and rarely appears in other articles, it is considered that the word or phrase has a 

good class discrimination ability and is suitable for classification . TFIDF is actually: TF * IDF, 

TF Term Frequency, IDF Inverse document frequency. (Menaka and Radha, 2013). 

 

 
In the paper, TF-IDF is used for keyword extraction. The process of extraction is as following: 
1. Read stop words list 
2. Load the name of the goods, use Jieba package to segment and delete the stop words. 
3. Acquisition the frequency of the words in the product’s name 
4. Calculate the times the word appeared in all the products’ name. 
5. TF-IDF value calculation 
 
 

5.3 SPSS analysis 
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The most commonly used techniques for studying the relationship between two quantitative 

variables are correlation analysis and linear regression. (Bewick et al., 2003) 

SPSS software was used in the last step of the correlation analysis. SPSS was used for linear 

regression analysis and correlation analysis. Correlation analysis can be used to find if two 

variables are correlated but it cannot read the causality of these two variables, and it cannot 

tell how these variables are related with each other. 

 

Linear Logistic Regression: 

Binomial (or binary) logistic regression is applied when the dependent variable only has two 

different possible values. (reference:学校 ppt)It has independent variable and dependent 

variable, when there is a math’s formula Y=f(X) and it is a linear formula it can be called 

linear regression. If the regression formula is reliable, how big the deviation is needed to be 

examined by Significance test and error calculation. 

 

 

6 Evaluation 
 
 

6.1 Requirement check: 
 

6.1.1 General check： 
 
1. Outlier check:  

An outlier is a set of measured values whose deviation from the expected value exceeds the 
two-way standard deviation, and whose deviation from the deviation exceeds three standard 
deviations, which is called a highly abnormal outlier. (Bremer, 1995) 

 
 
Using boxplot to test ouliers: 
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As we can see, there are many outliers, outliers affect the process in the analysis significantly, 

(for example: average and standard deviation), it makes the result wrongly estimated. So, The 

results of data analysis depend greatly on how missing and outliers are handled.  

The process of outliers usually we can choose delete it, use Robust estimation method and 

Winsoriz it. (Kwak and Kim, 2017) 

 

Sometimes, discarding the outliers can improve the quality of analysis(Last and Kandel, 

n.d.),while considering outliers are also a part of the research data, it shows the factors, it is 

not reasonable to neglect it directly, on the other hand, in this paper, there are about 10 

outliers, deleting them will probably affect the result greatly, so I tend to use winsorizaion 

and robust estimation to deal with outliers. 

 

6.1.2 Check for Correlation analysis: 
 
1. Normal distribution：  
 
Normal distribution for sales: 

 

 

Descriptive Statistics 

 

N Minimum Maximum Skewness Kurtosis 

Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error 

Sales 79 112 6692986 3.406 .271 16.198 .535 

Valid N (listwise) 79       

 
 
In the descriptive part of the result output, a basic statistical description of the variable sales 
is made, and the skewness of the distribution is 3.419 (standard error 0.271). Z-score = 
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3.419/0.271 ，Kurtosis value = 16.198（Standard error 0.535），Z-score = 16.198/.535 = 
1.036。Skewness and kurtosis values are both≈0，Z-score of both are greater than ± 1.96, 
and it can be considered that the data do not obey the normal distribution. 
 
 
Normal distribution for popularity: 
 

Descriptive Statistics 

 

N Minimum Maximum Skewness Kurtosis 

Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error 

Popularity 79 387 277092 2.953 .271 9.418 .535 

Valid N (listwise) 79       

 
In the Descriptives section of the result output, a basic statistical description of the variable 
popularity is given, and the skewness of its distribution 2.953 is given.（Standard error 
0.271），Z-score = 2.953/0.271 ，Kurtosis value = 9.418（Standard error = 0.535），Z-
score = 9.418/.535 = 1.036。Skewness and kurtosis values are both≈0，Z-score of both are 
greater than ± 1.96, and it can be considered that the data do not obey the normal distribution. 
 
 
2. Whether the data is linear: Use a scatter plot to check: 
 

 
 

 

It can be seen from the above tests that the data are neither normally distributed nor linearly 

related.  

Although many people can now use box_cox to change the data to normal distribution. It is a 

technology used to reduce anomalies such as non-additivity, non-normality and 

heteroscedasticity. (Sakia, 1992) 

，But the domain and scope of the transformation in this method is usually bounded (Kemp, 

1996), and I try to not to change the data as much as possible, so I choose to use non-

parametric test. Non-parametric test is a method do not need the assumption of population 

distributed.(Hoeffding, 1948) . Non-parametric test is applied in a lot of ways, it is easy but 

the parametric test has higher efficiency. It is better to use parametric test is the data satify the 

assumption. According to the data which is not normally distributed and the purpose in this 
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study is to check the relationship between two variables, Spearman's non-parametric 

correlation test is more suitable for this study. (Artusi et al., 2002) 
 

6.1.3 Check for Linear Logistic Regression: 

Although Linear Logistic Regression do not need normal distribution, it still has the premise 

that whether there is a linear relationship between the continuous independent variable and 

the logit transformed value of the dependent variable. (Wright, 1995) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

As can be seen from the figure, the two variables do not have a linear relationship. So the 

logistic regression method is also not applicable with this data. 
 
 

6.2 Spear Correlation analysis / outliers winsorization 

R is used to do the winsorization. (Hoo et al., 2002) is a way of handling outliers. It can replace 
the part of value which exceed the specific percentage range with a number at specific percentage 
position in the dataset. 
 

 
It replace the number which is bigger than 75% with a number which is much closer to the 

normal value. 

 

Correlations 

 popularity sales 

Spearman's rho popularity Correlation Coefficient 1.000 .048 

Sig. (2-tailed) . .675 
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N 79 79 

sales Correlation Coefficient .048 1.000 

Sig. (2-tailed) .675 . 

N 79 79 

 
From the picture we can see the correlation coefficient is small which means the relationship 
between these two variables is weak. 
And the possibility of no relationship between these two variables is high. 
 

6.3 Spear Correlation analysis / robust estimation 

 
Robust estimation is realized by R, robust regression is used in the test. It can identify the extreme words and 
make their impact on the estimates to be as small as possible.  The number of weights assigned to each 
observation in robust regression is controlled by a special curve called the influence function.(Rousseeuw and 
Leroy, 2005) 
 
 

 
 
As the result, the numbers which are very high are calculated as no weight in the algorithm. 
  

 

Correlations 

 popularity weighted_sales 

popularity Pearson Correlation 1 .100 

Sig. (2-tailed)  .410 

N 70 70 

weighted_sales Pearson Correlation .100 1 

Sig. (2-tailed) .410  

N 70 70 

 

Although the result is better than the previous one, it is still not a good result. The 

relationship between two variables is low and the possibility of no relationship between two 

variables is still higher than it should be. 
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6.4 Discussion 
 
 

The result is not the same with what I thought before the study. In this experiment, the 

collection of data seems to be the key. If the amount of data is big, this data may become a 

normal distribution, just like some data from 100 people is not normally distributed but if the 

data come from 100 million people, it might be normal distributed. What’s more, in this 

experiment, if the sentiment analysis method can be used based on the comparison of 

sentiment dictionary methods and machine learning methods, the result might be better, and 

at the same time, we cannot deny the possibility that the platform data is fake. Because the 

sellers might buy their own goods to make the sales looks better. Compared with other data, 

some outliers are extremely high. In this survey, according to the result literature review 

research, I added domain-related dictionaries and popular words into the dictionary for 

sentiment analysis, it helps me to analyze more accurately. The results of this study are 

matched with the results from (Dijkman et al., n.d.). Not all the sales in different areas are 

related to its social media hot topic. To the cloth industry, there are some features that people 

naturally need, so they will not post it on social media, such as keeping warm and thickening. 

However, since the survey period is autumn and winter, the sales of clothing with these 

characteristics will increase, but this will not be shown on social media 
 

7 Conclusion and Future Work 
 

The purpose of this thesis is to study the impact of social media on sales of online sales 

platforms. From the results, the relationship between the popularity of a clothing feature on 

social media and its sales on online sales platforms is not significant. Instead of paying 

attention to the current fashion styles, focusing on the necessary demand from the customers 

(like the warmth just mentioned) and the price will have lower risks. In addition, from the 

results, people like a kind of clothes does not mean they will go to buy it. From the 

perspective of clothing and dressing, this may be related to everyone's opinion on consume, 

whether the clothing is suitable. Some consumers like the cloth, so they will give a thumb for 

it on social platforms, but they will not buy it if it is not suitable to them.  Similarly, some 

necessary clothes will be bought if they are not published on the public platform. The result 

shows the widely spread topic of a cloth does not mean people will really buy it. In future 

research, investigators can conduct questionnaires to ensure the quality of the data, but more 

people are needed to conduct to improve the applicability of the data. In addition, they can 

also focus on necessary needed clothes to help the sellers to defeat their competitors. Also, in 

future surveys, if the survey’s target is a fashion cloth, when looking for the data, it is 

necessary to separate the fashion cloth with the necessary needed clothes to improve the 

reliability of the data. 
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