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Understanding Saving Habit of Individuals for the
Varied Financial Measurement Categories using

Cluster Analysis
Rachita Patel

x18121331

Abstract
Saving being a rational behaviour, it was observed that many people cannot

deal with their finances which affect their long-term financial needs. Also, the eco-
nomic growth of a nation depends on the Gross Domestic Saving (GDS) which is the
saving from the private, public, and household sector. Thereby, this research aims
at understanding the saving behaviour or saving habit of the individuals. For this
purpose, the financial well-being survey data from the Consumer Financial Protec-
tion Bureau (CFPB) is being used. The saving behaviour is observed for the six
categories of financial measurement. Initially, the attributes falling into these cat-
egories are identified using Multiple Linear Regression (MLR) and Random Forest
(RF). Having known, the significant factors, clustering which is a type of unsuper-
vised machine learning is being used to discover the factors influencing saving habit
of individuals. Five types of clustering algorithm- K-means, Partitioning around
Medoids (PAM), Clustering Large Applications (CLARA), Hierarchical, and Fuzzy
(Fanny) are evaluated using internal validation metrics to find the optimal number
of clusters, thereby, interpreting those results to analyse the saving behaviour. The
internal validation metrics like connectivity, the Dunn’s index, and the Silhouette
index has shown significant results for all the categories. Finally, the interpreted
results reveal various factors leading to a good saving habit and they are education,
income; also, the unmarried individuals, who owns a house, had no bad financial
experience, and the ones who are goal-oriented have a good saving habit.

1 Introduction
What is financial saving? It is not just about spending less than the income earned
but keeping the money for the future. Saving is different than investing because here in
saving, the individual has access to the money at any time. This provides safety in case
of any emergency. Although, investing is associated with the risk of losing money but
there are chances to earn money.

Saving is basically done for any emergency or bad times, for retirement or anything
else. Also, individuals or households are dependent on savings for achieving their finan-
cial goals and to maintain their financial well-being (Donnelly et al.; 2012). Thus, it is
considered as a rational behaviour. Also, during the various financial crises, it has been
noted that many people cannot deal with their finances, so it is important to create aware-
ness amongst individuals’ about their long-term financial needs and resources (Wärneryd;
1999).
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Also, saving is important from the nation’s standpoint because it relates economic
growth of a country. The factors affecting the savings’ behaviour in any country includes
income, growth rate, foreign savings rate, dependency rate, and financial sector develop-
ment (Agrawal et al.; 2009). Thus, after analysing the saving behaviour, several ways
can be suggested to improvise the savings’ rate and create sound policies for the country.

Asebedo et al. (2018) observed problems in rational decision making by the consumers
due to the integration of psychological concepts within saving behaviour and the rise of
behavioural finance. Having understood the importance of saving and the need of rational
behaviour behind it, it is time to interpret the saving habit of the people and the attributes
which influences such behaviour. This will further help in designing financial remedy or
investment solution for the varied type of saving habit behaviour.

With this motivation, the research objectives are being addressed using the finan-
cial well-being survey data from the Consumer Financial Protection Bureau (CFPB)1.
2 According to the CFPB financial well-being survey report, there are six categories of
financial measurement: (a) Individual characteristics, (b) Household and family char-
acteristics, (c) Income and employment characteristics, (d) Savings and safety nets, (e)
Financial experiences, and (f) Financial behaviours, skills, and attitudes. So, these six
categories will be used for analysing the saving habit of individuals’. The CFPB financial
well-being survey data has been used to derive a financial well-being score for the people
of United States (U.S.) but in this research, it is used for analysing the saving habit of
the individuals’ to derive insights out of it.

The research question and the objectives are as follows:
How clustering can help in discovering group of factors that influence the saving behaviour
of the people in various financial measurement categories?

• Initially, using Multiple Linear Regression (MLR) and Random Forest (RF) to
select attributes relevant to the six financial measurement categories.

• Then performing cluster analysis for those categories to find out which type of
factors are responsible for a specific saving habit.

Unsupervised machine learning is preferred here, as this research focuses on under-
standing saving habit or saving behaviour from various factors. Unsupervised learning
helps in deriving hidden patterns from the data or assist in grouping the related elements
of the data. With this objective, clustering which is a type of unsupervised learning is
chosen for the analysis. Five types of clustering algorithms are evaluated for determining
suitable clusters using internal validation metrics like Connectivity, Dunn index, and Sil-
houette index. This research is limited to understanding saving behaviour of the people
related to the abovementioned six financial measurement categories.

Five types of clustering algorithms used are:

(a) Partitioning methods: k-means, Partitioning around Medoids (PAM), and Cluster-
ing Large Applications (CLARA)

(b) Hierarchical clustering

(c) Fuzzy clustering: Fanny
1https://www.consumerfinance.gov/data-research/financial-well-being-survey-data
2https://files.consumerfinance.gov/f/documents/201705_cfpb_financial-well-being-scale-technical-report.

pdf
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To address the research objective, the paper is subdivided into various sections. Vari-
ous researches conducted in this area are critically evaluated in section 2. That is been
followed by the methodology adopted to conduct this research in section 3. On under-
standing the previous work and with the research methodology, the current implement-
ation is described in section 4 accompanied by evaluation and discussion of the results
in section 5. Finally, the conclusion for this research is presented in section 6, leading to
further understanding of saving behaviour using different characteristics and providing
financial remedy thereafter in the future.

2 Related Work
In this section, various researches related to saving behaviour are being presented and
critically analysed.

2.1 Need for understanding saving behaviour
Burton (2001) raised a fact that saving and investment behaviour is being under-researched
and needs attention because it involves complex financial decision-making which makes
it difficult for consumers to understand. Long after that, a study by Hanna et al. (2016)
show that many people do not save for their retirement. Thus, Lee and Hanna (2015)
highlight the importance of identifying attributes which influences the saving behaviour.

2.2 Importance of understanding saving behaviour
Zeller and Sharma (2000) say that savings act as a critical tool during times of crisis or
shocks and helps in improving the financial well-being of an individual, whereas Attanasio
and Szekely (2000) regard savings as an important factor for the economic growth of any
nation and a crucial source for investments.

2.3 Savings behaviour in the world
There has been variation in the saving behaviour in different parts of the world. For the
development of any country, financial stability is the most crucial factor. Whereas the
savings from the public, private corporate and the household sector collectively termed
as Gross Domestic Saving (GDS) is responsible for strengthening the country’s financial
stability. Palakvangsa-Na-Ayudhya et al. (2017) pointed out that the financial stability
of any country is influenced by the long-term saving behaviour at any ages. Guiso et al.
(2006) showed that country-specific characteristics and culture does affect the financial
behaviour of an individual.

Data from different countries has been used by many researchers to test the relation-
ship between people’s origin and saving rates. For instance, Gatina (2014) has reported
that the saving decision of the people who migrate in Australia is influenced by the
country’s characteristics from where they come from.

On the other hand, Thanoon and Baharumshah (2012) reveal that factors like eco-
nomic growth, interest rates, dependency ratio, foreign capital inflows, and the export
sector are responsible for the saving behaviour or saving ratio within any country.

Agrawal et al. (2009) agree partially with Thanoon and Baharumshah (2012) with
regards to foreign saving rate and dependency rate for the savings in South Asia. In
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addition to these, Agrawal et al. (2009) highlight that savings in South Asia are also
impacted by other factors like income and access to banking institutions. Also, income is
proved to be an important factor for savings by Munozmoreno et al. (2014) in Mauritius.
The results shown by Suppakitjarak and Krishnamra (2015) say that family and bank
staff has much influence on the saving decision in Thailand.

An altogether different scenario was observed by Asare et al. (2018) in Ethiopia, Africa
where illiterate members of households having learned from their experiences are more
likely to save. But the study by Gaisina and Kaidarova (2017) shows financial literacy
as an important factor for the increase in saving in Kazakhstan.

2.4 Characteristics that affect saving behaviour
There are various determinants like psychological characteristics, socio-demographic char-
acteristics, household factors which affect an individual’s saving behaviour. In the above
section, the country-specific saving rate was determined whereas here factors influencing
such behaviour is analysed.

How age or generation affects savings and the evidence of a decrease in savings with
age is demonstrated by Brounen et al. (2016) whereas Heng-fu (1995) contradicts these
findings. Relationship between saving behaviour and gender was investigated by Fisher
et al. (2015) and their research demonstrates that there is a significant difference in
financial behaviour based on gender.

Additionally, Gerhard et al. (2018) found relationship between saving habit and psy-
chological characteristics for the two classes i.e. striving versus established households.
Also, Heng-fu (1995) sheds lights on the family characteristics that there is no observable
difference in saving behaviour of households having children or not.

Alike Agrawal et al. (2009), Binswanger (2010) verifies the fact that saving rates differ
across various income groups and increases with income. While the impact of saving goals
on saving behaviour using Maslow’s theory is shown by Hanna et al. (2016). Cronqvist
and Siegel (2011) and Sabri and MacDonald (2010) found that individual experiences
play a significant role in providing learning towards savings.

Also, behavioural control or attitude towards savings affects saving behaviour (Minibas-
Poussard et al.; 2018) whereas saving habit and self-control is indirectly related to saving
behaviour and protects against impulsive spending as indicated by Allom et al. (2018),
Kim (2017) and Strömbäck et al. (2017).

Apart from these characteristics, there are big five personality traits (agreeableness,
conscientiousness, intellect, extraversion, and emotional stability) which indirectly sup-
port in understanding the financial behaviour of the individuals’.

2.5 Data mining approaches to predict saving behaviour
Gerhard et al. (2018) analysed the relationship between psychological characteristics and
saving behaviour using a finite mixture model to estimate the class-specific regression
coefficients whereas the household savings were predicted from the savings goals and other
socio-demographics features using a logistic regression model by Lee and Hanna (2015).
Also, to analyse the saving behaviour for men and women, Fisher et al. (2015) derives
a logistic regression model and investigates the gender difference. Ordinal least squares
(OLS) regression is used to find out important variables required for predicting saving
behaviour (Thanoon and Baharumshah (2012); Brounen et al. (2016); Munozmoreno
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et al. (2014)). Again OLS regression is used by Strömbäck et al. (2017) to find the
association between financial behaviour and self-control. Balasubramanian (2017) uses a
decision tree approach to predict whether an individual saves regularly or not.

As it is seen from the researches that there are various factors which influence the
saving habit of individuals’. Also, some research did contribute to analyse behaviour
using a data mining approach. But to discover a group of determinants which influence
this behaviour, this research aims at using cluster analysis to derive insights out of it.

3 Methodology
The Cross-industry standard process for data mining, also known as CRISP-DM provides
a step-by-step guide (structured approach) for a data mining project (Chapman et al.;
2000). So, the CRISP-DM reference model is used for this research to discover useful
knowledge from the data.

‘R’ is a statistical and data analytics platform, and therefore, preferred over other
platforms. This research analysis is carried out based on the following steps using ‘R
platform’.

A. Business understanding
The primary business objective for any institution is to keep their current customers.
Thus, this research will help financial institutions in deriving financial remedy i.e.
investment solutions for the varied type of saving behaviour and will connect them
with their customers. Understanding the saving habit of the people based on varied
financial measurement characteristics using data mining algorithms will contribute
towards achieving the business objective.

B. Data understanding
Data collection and its description: The main problems encountered during collect-
ing data from a public source for this research was most of the data were related to
either transaction statements or financial saving data of banks or government organ-
isations. That is why a financial well-being survey data from CFPB has been used
for this research 3 which is a .csv file. The ultimate goal of CFPB was to find the
financial well-being score for the U.S. adults using this data. In addition to that, it
collected details related to an individual’s cognitive psychology and financial plan-
ning attitude i.e. six categories of financial measurements. Thus, the survey data
related to these characteristics were useful for this research. The CPFB financial
well-being survey data was collected from the younger consumers (aged 18-61 years)
and older consumers (aged 62 and older) from the 50 U.S. States and Washington
DC. The data was published in the year 2017 having 217 variables and 6394 records.
Exploration of data: CFPB has already encoded the categorical description of the
attributes to numeric labels or values. So, all the records are numeric for the col-
lected data and there are no missing values so there is no need for any type of
transformation.
Verifying Data Quality: The data quality report is thus examined to check for errors,
missing values, and completeness of data. This step has verified the data exploration
process.

3https://www.consumerfinance.gov/data-research/financial-well-being-survey-data/
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C. Data preparation
This dataset comprises of survey related to varied category accounting to 217 at-
tributes. So, depending on different financial measurement categories, the data is
selected and processed. Attributes are selected taking into consideration the following
criteria: (a) correlation, (b) parametric test, (c) normalisation test using histograms,
(d) absence of outliers, and (e) supervised machine learning algorithms like multiple
linear regressions as well as random forest. The final aim of this step is to cluster
individuals based on their savings’ habit. So, the response variable is ‘saving habit’.
The MLR is used here as it models the relationship between dependent and inde-
pendent variables thereby helps in choosing attributes whereas RF helps in verifying
the results given by MLR because it reduces over-fitting thereby leading to accur-
ate results. Here, the dataset had attributes falling into six categories of financial
measurement. Table 1 represents various categories and selected attributes in those
categories.
So, there will be six use cases for the six respective categories and the saving habit
will be predicted accordingly.

D. Modelling
Since the data is not labelled, so this research focuses on unsupervised machine
learning algorithm i.e. clustering. And the business use here is to identify unknown
groups in the dataset. Clustering will automatically divide the data into clusters
or groups of similar items. Five types of clustering algorithm are used for this
research. The numbers of cluster i.e. ‘k’ for each of these methods has to be chosen
appropriately. Therefore, the algorithm needs to be evaluated for a range of values
of ‘k’ and then results will be compared based on the validation index.
Five different types of clustering algorithms being evaluated are:

1. Partitioning methods: k-means, PAM, CLARA
a) K-means

K-means is one of the simplest and well-known clustering method which is
based on the idea of ‘centroids’ (Zhu et al.; 2018) and thus chosen for this
research. K-means algorithm follows an iterative process where a given set
of data are partitioned into ‘k’ clusters using the distance from each data
point to ‘k’ different centroids (Ganganath et al.; 2014). But, it is very
sensitive to outliers and noisy data. K-means works computationally fast
and produces tight clusters because it assumes that the variance of each
attribute is same and spherical. That is why, each cluster has an almost
equal number of observations.

b) PAM or k-medoids
PAM is computationally harder than k-means because it computes medoids
and not centroid (Arbin et al.; 2015). Here, it selects data point in each
cluster as a center or medoids. Alike k-means, PAM also partitions data
into ‘k’ groups intending to minimise the point to nearest center distance.
PAM is computationally expensive but provides robustness and accur-
acy (Olukanmi et al.; 2019). Thus, it is not suitable for large data (Olukanmi
et al.; 2019). This does not get much affected by the outliers.
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Table 1: Six categories of financial measurement

Sr. No. Category Selected attributes
1 Individual characteristics Education

Generation
Gender

2 Household and family characteristics Housing status
House satisfaction
Marital Status
Financially supporting children

3 Income and employment characteristics Employment status
Household income
Household income volatility
Military status

4 Savings and safety nets Money in savings account
Non-retirement investments
Health insurance
Friends or family will lend money with
expectation of repayment or no expect-
ation of repayment

5 Financial experiences Have savings account
Housing cost burden
Experienced any negative financial
shocks
Have a student loan

6 Financial behaviours, skills, and atti-
tudes Recent financial goal

Steps to achieve financial goal
Confidence in own ability to achieve fin-
ancial goals

c) CLARA
As the name suggests, it can deal effectively with large datasets with less
computing time. It is an extension of PAM evaluating each medoid set
to achieve the optimal set of centroids for the sample. Thereby, it relies
on the sampling approach. So, in this algorithm, multiple samples of the
dataset are taken, then medoids are found by applying PAM to each of
these samples, and finally, it returns the best clustering.

2. Hierarchical clustering
Hierarchical clustering aims at building a hierarchy of clusters. Here, the ag-
glomerative or divisive algorithm is used to find clusters. In agglomerative
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approach, each element is present in a single cluster which is further com-
bined into larger clusters. Contrary to that, the divisive approach starts with
a large cluster having all the elements and then divides it into small sub-
clusters (Łuczak; 2016). This can be visualised using a dendrogram which is a
tree-like diagram that has a sequence of splits. This needs more space and is
time-consuming so it cannot be used with huge datasets.

3. Fuzzy clustering: Fanny
The goal of fuzzy clustering is to determine the dependence degree among the
selected attributes (Hasanpour et al.; 2018). It is an extended version of k-
means but not similar to k-means, here samples are divided into ‘C’ clusters.
Fuzzy does not focus on providing a boundary between the clusters; instead,
here the clusters are allowed to interfere or overlap. Thus, it is also considered
as a soft clustering. Another property of fuzzy clustering is that it provides a
degree to which an element belongs to a cluster which is a value between 0 and
1. The points close to the cluster center are assigned a higher degree than those
which are at the edge of a cluster. Thus, a single feature can belong to one or
more clusters. And the centroid of a cluster is calculated by taking the mean
of all these points and degree.

E. Evaluation
These clustering methods are tested for different numbers of clusters i.e. ‘k’ using
internal validation results, the optimal value of ‘k’ is selected and then the saving
habit is analysed according to that. The internal validation metrics for clustering
used for this research includes connectivity, Dunn index, and Silhouette index as
extracted from Brock et al. (2011). This validation metrics uses intrinsic information
of the data to determine the quality of clustering by taking the actual data and the
partitioned cluster as an input (Brock et al.; 2011).

(i) Connectivity
Connectivity checks whether the nearest and farthest neighbors are associated
with the same cluster or not. It has a value between zero and infinity and it
should always be minimised.

Conn(C) =
R∑

a=1

S∑
b=1

xi,nni(j)
(1)

where, R = total number of rows, S = number of nearest neighbors to use, and
C = clustering partition

(ii) Dunn’s Validity Index
The Dunn Validity Index finds out the degree of compactness and separateness
of the cluster sets. It has a range of value from zero to infinity. This value
should be maximised to get a dense and distinct clusters. It can also be termed
as the ratio of the smallest distance between observations of different cluster to
the largest intra-cluster distance (Brock et al.; 2011).

(iii) Silhouette Validity Index
“This index measures the silhouette width for each data point, average silhouette
width for each cluster and the overall average silhouette width for the total
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dataset.” as given Ansari et al. (2011). The average of the Silhouette value of
each observation is termed as Silhouette width. The values of this index go from
+1 to -1. A well-clustered observation has value of +1 whereas poor ones are
at -1. Thus, the number of clusters with the values close to +1 are considered
as the optimal numbers of the clusters. For the ith observation, the Silhouette
validity index is given as follows:

S(i) =
bi − ai

max(bi, ai)
(2)

where, a = average distance between all the other observations in the same
cluster and i, and b = average distance between all the other observations in
the nearest neighboring cluster and i.

Apart from these, the quality of a clustering can be measured by taking into account
the following:

• Maximising inter-cluster distance
• Minimising intra-cluster distance

Using these evaluation metrics, optimal numbers of clusters will be taken. Then the
attribute values for the respective clusters leading to a particular savings’ habit will
be analysed. Depending on the results for the six case studies, the saving habit of
the people will be discussed.
Apart from these, the metrics used to measure the performance of MLR and RF
are as follows (Shcherbakov et al.; 2013). All these are errors so they should tend
towards lower values. Let n be the total number of observations, x be the actual
value and y be the predicted value.

• Mean Error (ME): For all the errors in a set, the calculated average is the ME.
It is one of the most basic approaches for finding accuracy.

• Mean Absolute Error (MAE): Unlike ME, MAE calculates the average mag-
nitude of errors. It does not take into account the direction of errors.

MAE =
1

n

n∑
i=1

|xi − yi| (3)

• Mean Square Error (MSE): The MSE is just like MAE, but it squares the
differences before summing them.

MSE =
1

n

n∑
i=1

(xi − yi)
2 (4)

• Mean Absolute Percentage Error (MAPE): The MAPE measures accuracy in
terms of percentage. It works well if there are no outliers in the data.

MAPE =
1

n

∑n
i=1 |xi − yi|

xi

(5)

• Root Mean Square Error (RMSE): It is the square root of MSE. It measures
the spreadness of the residuals.

RMSE =

√∑n
i=1(xi − yi)2

n
(6)
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4 Implementation
The implementation of the proposed solution for this research is as shown in Fig. 1. The
following steps are implemented using ‘R platform’.

Figure 1: Implementation flow diagram

Step 1: Dataset
As discussed in the previous section, the CFPB financial well-being survey data will

be used for this research.

Step 2: Dividing into six categories
The saving habit of individuals depends on various characteristics and the dataset

was chosen here comprises of attributes for all the categories i.e. 217 variables. So, the
problems occurred when dealing with 217 attributes are: (a) clusters are not compact, (b)
the number of clusters increases leading to misleading analysis, and (c) large processing
time.

Due to these reasons, the six financial measurement categories are considered as re-
ported in the CFPB financial survey report. Thus, the entire data is divided into these
categories and then evaluated. The outcomes of such decision are: (a) better clusters, (b)
saving habit for respective categories can be thoroughly analysed and understood, and
(c) comparatively less processing time.

Step 3: Finding attributes influencing those categories
Now, each category has attributes relevant to that. But not all of them influences the

saving habit. It is to be noted that this is a survey data, so it contains some variables
which will not be relevant for this study. Thus, the influencing attributes are selected
based on their: (a) correlation values, (b) p-values, (c) normalisation status, (d) outliers
detection, and (e) using MLR and RF algorithms.

The MLR and RF algorithms are evaluated using performance metrics like ME, MAE,
MSE, MAPE, and RMSE.

Step 4: Using the selected attributes for clustering
Those attributes which showed some relevance depending on the selection criteria

and based on prior research were selected for cluster analysis. So, Table 1 enlists all the
selected attributes.
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Step 5: Selection of appropriate clusters
Clustering algorithms based on their simplicity and relevance was selected for this

research. Algorithms like k-means, PAM, CLARA, hierarchical clustering, and fanny
clustering were chosen for the analysis. The important step in clustering is to determine
the optimal number of clusters and this cannot be selected randomly. So, the imple-
mentation for a varied number of clusters was conducted and then they were evaluated
using internal validation metrics to check for their performance. The internal validation
metrics include connectivity, the Dunn’s index, and the Silhouette index. Based on that,
the numbers of clusters relevant for a particular category were selected.

Step 6: Analysing the results from the above step
Having known the number of clusters for a case, their results were thoroughly analysed

to understand the type of factors responsible for a particular saving habit.

Step 7: Understanding the saving habit
Lastly, the saving habit and their influencers were interpreted for the respective fin-

ancial measurement categories thereby understanding the saving behaviour.

5 Evaluation
As discussed in the methodology section, here the saving behaviour will be analysed for
each of the data category, so considering only the six case studies.

The Table 2 shows the performance evaluation measures for multiple linear regression
and random forest. This is been done to select appropriate attributes for the cluster
analysis.

Table 2: Validation metrics for selecting appropriate attributes using MLR and RF

Case Studies ME MAE MSE MAPE RMSE
MLR RF MLR RF MLR RF MLR RF MLR RF

1 0.15 0.05 1.16 1.18 2.11 2.04 0.4 0.42 1.45 1.43
2 0.05 0.04 1.12 1.16 2.04 1.97 0.4 0.42 1.43 1.4
3 0.008 0.08 1.08 1.14 1.98 1.89 0.39 0.39 1.41 1.37
4 0.04 0.004 1.09 1.07 1.97 1.76 0.41 0.4 1.4 1.33
5 -0.3 0.02 1.12 1.2 2.19 2.08 0.45 0.45 1.48 1.44
6 0.03 0.02 0.93 0.99 1.65 1.56 0.33 0.35 1.28 1.25

From Table 2, it has been observed that both MLR and RF show significant results so
the attributes selected for the respective case studies are appropriate. On the other hand,
Table 3 demonstrates the internal validation metrics for the five clustering algorithms
having k = 2, 4, 9. Here Con. = Connectivity; Dunn = Dunn’s Index; Sil. = Silhouette
Index
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For the five clustering algorithm, it is observed that as k increases, the connectivity
between the cluster is maximised. Also, the Dunn’s index increases with the increase in
the value of k whereas the Silhouette’s index decreases with the value of k.

The attributes for the six scenarios are used to carry forward the analysis, records with
‘refused’ values in any of their attributes were removed from the dataset. The analysis
of the results obtained is presented in the case studies below.

5.1 Case Study 1: Individual Characteristics
Based on connectivity, and the Dunn index, the number of clusters selected for this
case were (k=2). Also, nine clusters gave competitive results in some cases (like k-
means). K-means, hierarchical, and fanny gave almost similar groups of factors with
slight variations in their internal validation metrics. Thus, Table 4 enlists the clustering
results by analysing the respective savings behaviour.

Table 4: Clustering of individual characteristic

Sr. No. Clustering Analysis Putting money into savings is a
habit for them

1
Males belonging to boomer generation
and having some college degree or an
associate’s degree

Agree

2 Females of Gen X and having high
school degree Slightly disagree

3
Males or females having just high
school degree and belonging to either
boomer, gen X or millennial generation

Disagree

This shows that as the level of education is decreased, the saving habit also reduces
which implies that education plays an important role contributing towards financial lit-
eracy whereas gender does not play any major role.

5.2 Case Study 2: Household and Family Characteristics
The results for this case were poor as compared to other case studies. So, depending
on that, the value of k=2 was selected. Alike, case study 1, k-means with nine clusters
did give good results. Here it was observed that, k-means and hierarchical gave almost
similar clusters. So, the analytical results are described in Table 5.

It is observed that unmarried individuals and those who own their house has more
habit of saving compared to those who are married, widowed, or separated and live on
rent. This is because people owning their houses are satisfied with their place and save on
paying rents. Also, married individuals supporting children financially does not normally
have a good saving habit.
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Table 5: Clustering of Household and Family characteristic

Sr. No. Clustering Analysis Putting money into savings is a
habit for them

1

Individuals’ who rent and have never
married, have no children to support
financially thereby they are somewhat
satisfied with the place they currently
live in

Agree slightly

2

Married individuals having their own
house and no children to support finan-
cially are very satisfied with their cur-
rent livelihood

Strongly agree

3

Individuals who are divorced or mar-
ried, may have children to support fin-
ancially or may not; whereas owning
their own home are somewhat satisfied

Disagree

4
Widowed individuals with no children
to support while living on rent are not
very satisfied

Disagree slightly

5.3 Case Study 3: Income and Employment Characteristics
For this category, the internal validity metrics showed that the clusters are poor. So,
out of them, clusters with k=2 and k=4 had been considered. In Table 6, the results are
analysed.

Table 6: Clustering of income and employment characteristic

Sr. No. Clustering Analysis Putting money into savings is a
habit for them

1 Homemakers earning $50k to $60k
every month Agree slightly

2

Spouse/dependent veteran who are
permanently sick, disable, or unable to
unable to work and earning between
$60k to $75k every month

Agree

3 Retired independent individuals earn-
ing $75k to $100k every month Agree

4
Independent unemployed or tempor-
ary laid off individuals earning $20k to
$30k every money

Disagree
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The analysis here reveals that independent unemployed with fewer earnings has less
habit of saving. On the other hand, retired individuals or dependent veterans with more
earnings have increased chances of saving.

5.4 Case Study 4: Savings and Safety nets
The attributes selected for savings and safety nets returned same group of factors for all
the five algorithms when k=2. Apart from that, the understanding of these results is
described in Table 7.

Table 7: Clustering of savings and safety characteristic

Sr. No. Clustering Analysis Putting money into savings is a
habit for them

1

Individuals having health insurance
with or without non-retirement invest-
ments and having $20k-$75k in savings
today.

Agree

The results in Table 7 describes the scenario where individuals have money in their
savings account in addition to insurance. Although, non-retirement investments are ne-
cessary for the future safety so the individuals who does not have that should plan for
investing their saving somewhere. Also, these individuals have friends or family who can
lend them money during needs but they need to repay them.

5.5 Case Study 5: Financial Experiences
The selected attributed for this category resulted proper clusters (especially for k=2).
Here, the internal validity metrics has shown significant results which is not observed for
any other category. So, Table 8 describes the factors contributing towards saving habit.

Table 8: Clustering of financial experiences

Sr. No. Clustering Analysis Putting money into savings is a
habit for them

1
Individuals with or without savings ac-
count, with no experience to negative
financial shocks, and no student loan

Agree slightly

The evaluation for financial experiences shows that savings account is necessary for
any individual to get more benefits. But there are individuals with no experience to
negative financial shocks and no debt on them but still have a habit of saving.
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Table 9: Clustering of financial behaviour, skills, and attitude

Sr. No. Clustering Analysis Putting money into savings is a
habit for them

1 Individuals with no recent financial
goal Disagree slightly

2
Individuals having current financial
goal with a clear plan of action and are
confident to achieve that

Agree

5.6 Case Study 6: Financial Behaviours, Skills, and Attitude
In this case, all the clustering algorithms gave almost similar clusters with slight vari-
ations in their internal validation metrics. Thus, Table 9 enlists the clustering results by
analysing the respective savings behaviour.

The inference drawn for this category was that financial goal oriented individuals have
a clear plan of action and are therefore focused on their saving habit.

6 Conclusion and Future Work
The designed methodology helps in understanding the saving behaviour of individuals
for the six categories of financial measurement i.e., (1) individual characteristics, (2)
household and family characteristics, (3) income and employment characteristics, (4)
savings and safety nets, (5) financial experiences, and (6) financial behaviours, skills, and
attitudes. For successful cluster analysis, the MLR and RF algorithms have contributed in
selecting appropriate attributes. The performance metrics used for evaluating MLR and
RF justifies that the attributes selected were significant thereby leading to good cluster
analysis. Ultimately, unsupervised machine learning (i.e. clustering in this case) did play
a significant role in discovering a hidden group of factors which are the determinants of
such behaviour. The internal validity metrics were used for cluster evaluation and the
observations from this were: (a) k-means outperforms in all the six categories, (b) case
study 4 and case study 5 gave best results in comparison to the rest, (c) Hierarchical
and Fanny clustering algorithm consumes more time, and (d) the NA’s were observed in
Fanny’s performance. The NA’s introduced by Fanny were due to the following reasons:
(i) it cannot handle outliers efficiently, (ii) problem due to the high dimensionality of
the data, and (iii) at times the cluster membership depends on other cluster centers
membership value which leads to unaccepted results.

Depending on these results, inferences were drawn for the varied factors leading to a
particular saving habit. It was observed that income and education do have a positive
impact on saving behaviour as noted by many researchers. Apart from that, married
individuals have less tendency to save than the unmarried ones. Similarly, individuals
financially supporting children do not show good saving habit whereas retired individuals
have the best savings. Also, house proprietors exhibit good saving behaviour. Further-
more, a good saving habit is found in the people who have not gone through any negative
financial shock. One of the major observation is goal-oriented individuals have an in-
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creased tendency to save.
So, these varied types of behaviours or factors will further help in designing financial

investment solutions for the people thereby contributing towards their financial wellness.
Also, the research is limited to the six financial measurement categories, so this research
can be further extended to understand the saving behaviour of the individuals depending
on the other characteristics as well. A hybrid clustering can be used in the future to
improve upon the results.
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