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Abstract

Parkinsons disease is one of the most common progressive neurodegenerative
diseases known to be highly fatal and incurable. It is one of the diseases which
directly affects the human nervous system in turn affecting all the motor and non-
motor functions of a human. Considering the fact that there is still no means to
treat or eradicate the disease completely, a temporary solution can be bought in
a way by making early predictions of the disease possible. This research focuses
on developing a predictive web application which will perform the predictions of
the disease based on the diseases most common symptoms and deliver the results
to the user. The machine learning models used in this research are K-NN, logistic
regression, support vector machine and decision tree out of which the model with
the highest performance will be chosen to develop the web application. The built
predictive model is published as a web service in Azure ML Studio which generates
the API key enabling the model to be extended and be able to run in the backend
of a web application. The predictive models are evaluated on the test data and
decision tree stands out as the best performing model with 98% accuracy and 96%
sensitivity. Thus, this model will be embedded within the web application that will
perform real time predictions of the disease. This is being developed to provide
an effective means for the user to predict the disease as early as possible so that
necessary treatment measures can be taken.

Keywords : Parkinson’s disease, Azure ML, machine learning, web application.

1 Introduction

Parkinsons is a disease which affects the entire central nervous system of a human leading
to gradual deterioration of the motor functions of the person. There are many reasons
as to why a person develops this disorder and above all, there is no cure for the disease
Perlmutter (2009). The main aim of the research is to develop an interactive web applic-
ation that will perform early predictions of the disease with the use of machine learning
techniques. A web application is a client server software program that uses browsers
and other web technologies to transmit and perform data operations. The most common
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symptoms of the disease are researched and analysed based on which the occurrence of
the disease is predicted. The required data is aggregated, cleaned and transformed after
which four predictive models namely K-NN, logistic regression, SVM and decision tree
are built. The model with the best performance metrics will be chosen with the help
of a ROC curve after which the application will be built. Based on the symptoms, the
models that are built will return the predictions either yes or no corresponding to the
occurrence of the disease in the future. As much as its important to predict the disease
accurately, it is even more important to deploy the same to the user from which they get
can use out of. This has been identified as one of the major research gaps and has been
explained in detail in the literature review section. Every other approach has considered
and implemented techniques only to predict the disease but there has been no effort taken
to deploy the same to the user. Thus, this gap in research will be analysed and provided
a solution here in the proposed approach by developing a web application to perform the
predictions which will permit the user to access it from anywhere. This has been the key
motivation behind the implementation of this project. The research question the project
intends to answer is:

How can we develop a simple interactive web application embedded with built in pre-
dictive models that will perform real time predictions of Parkinsons disease based on the
diseases symptoms such as speech impairment, leg agility and tremors?
Another important aspect to be considered here is the user interface of the web applica-
tion. It has to be as simple as possible embedded with questions regarding the symptoms
that will enable the user answer those with ease. Based on those answers, the prediction
will be done after which the results are presented to the user. The study covers in detail
the related work, methodology, implementation, evaluation, conclusion and any possible
future works of this study in the forthcoming sections.

2 Literature Review

As mentioned above, the various techniques and methodologies that will be implemented
in this approach are discussed and justified with supporting evidence by analysing the
existing theories as proposed by various authors. It is further broken down into several
sections with each one analysing existing theories corresponding to the topic stated.

2.1 Parkinson’s disease prediction

There has been quite a considerable amount of research done in this field where several
techniques and methodologies have been implemented to predict the disease efficiently.
The existing works are thoroughly analysed which will identify the research gaps and
justify the use of appropriate techniques and methods that will be implemented in the
proposed approach. This section which comprises of work entirely related to Parkinsons
disease is again broken into different subsections based on the techniques and methods
used.

2.1.1 Prediction based on symptoms

This section focuses on analysing the existing work done on the prediction of the disease
by recording various parameters relating to the symptoms of the disease such as eye
movement recording, speech and voice recognition, limb movements, tremor analysis etc.



Śledzianowski et al. (2018) states that the disease can be predicted by recording the eye
ball movements of a person. Szymański et al. (2017) supports Śledzianowski et al. (2018)
by stating the same. While Śledzianowski et al. (2018) used existing recording of the eye
ball movements to predict the disease Szymański et al. (2017) used instruments such as
saccadometer and Eye Tribe to record the eye movements. They have used decision tree
to perform the prediction of the disease achieving an accuracy of 93.3 and 85 percentage
respectively which proves that Śledzianowski et al. (2018) has given good results when
compared to Szymański et al. (2017) even though the methodology used are the same.
Another approach proposed by Aich, Choi, Park and Kim (2017) follows the same
structure as followed by the approaches stated above with only one difference of recording
the limb movements instead of eye ball movements of the patients which is also called
as gait analysis. It proposes that by measuring the limb movements and changes, the
disease can be predicted. Mazilu et al. (2013) and Pun et al. (2016) contribute to
the work of Aich, Choi, Park and Kim (2017) by providing supporting evidence and
proving that analysing the limb movements otherwise called as freezing of gait with the
help of machine learning techniques can turn out to be effective. While Aich, Choi,
Park and Kim (2017) and Mazilu et al. (2013) have used decision trees and regression
analysis respectively to produce the results, Pun et al. (2016) visualizes the impact of
the symptom over the disease. Similarly, Bhat et al. (2017) has performed prediction of
the disease based on tremor analysis which refers to the involuntary muscle movements
or shivering of the subjective body parts. It strongly states that tremor is one of the
major symptom found to be very common among all patients with Parkinsons disease
Bhat et al. (2017).
One of the most common symptom of Parkinsons disease is speech impairment Perlmutter
(2009). The patient diagnosed with the disease either faces difficulties talking to others or
finds themselves talking things out of their control i.e. not mentally aware of what they
are talking about. Thus, analysing these in a person can help detect the disease effectively
as it is said that they are generally common in all Parkinsons disease patients. Again,
Chandrayan et al. (2017) claims speech analysis to be an effective tool in identification
of the disease and has followed an approach of detecting the disease based on voice
measurements using Support vector machines (SVM). Similarly, Agarwal et al. (2016)
has followed the same approach of detecting the disease using voice measurements but
with an innovative algorithm that is almost similar to neural networks called Extreme
Learning Machine (ELM). Both the models have performed well with an accuracy of over
85 percent and has produced good results also.
Thus, to sum up, these approaches have used one of the above mentioned symptom
each to carry out their analysis. It has been done with the help of several machine
learning algorithms which have been discussed above. But, it cannot be concluded that
the person has Parkinsons disease based on analysing only one symptom as it can be
a sign of any other neurodegenerative diseases remotely related to Parkinsons such as
Alzheimers disease etc. Even these diseases exhibit similar symptoms but some of them
are curable unlike Parkinsons and this might result in wrong diagnosis of the disease.
Considering this drawback, all the major symptoms which are common among most of
the Parkinsons patients are considered here instead of performing the analysis with just
one symptom. The major symptoms of the disease are said to be tremors, rigidity, speech
impairment, intellectual impairment, difficulty in swallowing Perlmutter (2009). Thus,
after much research these has been considered and will be carefully analysed in order to
predict the disease.



2.2 Feature selection

Feature selection is an approach followed to increase the accuracy of a model by only
having the important predictive feature variables of the given data Xiao and Zhang
(2009). Aich, Sain, Park, Choi and Kim (2017) emphasizes on the fact that implementing
feature selection can increase the performance of a model. They have implemented an
innovative approach called Recursive Feature Elimination (RFE) algorithm on patients
voice data where only the important predictive voice features out of a whole lot are
selected based on the variance. After feature selection, linear classifiers are built to get
the prediction results. Similarly, Tejeswinee et al. (2017) has performed feature selection
on a data which has over thousand gene features collected to predict Parkinsons disease
and even Chandrayan et al. (2017) has performed feature selection on their speech data
before carrying out their analysis. It can be seen that most of the approaches have done
feature selection in the motive of increasing the accuracy of the model. But it is also
necessary to note that the feature variables in the data that has been used by them is
vast. Hence, it is safe to conclude that only when there is a huge set of feature variables,
feature selection is necessary. The proposed approach only carries up to ten important
symptoms of the disease which after careful research has been finalized. Therefore, based
upon the above evidences and research, it can be concluded that feature selection is not
necessary for the current approach.

2.3 Use of multiple machine learning techniques

There is no one way as to decide the right machine learning model for a given problem.
There are a number of conditions and prerequisites like data sample size, correlation
level, number of classes etc that needs to be satisfied in order to get good accuracies
and it sort of differs for a numerical type prediction problem and a categorical prediction
problem. Yadav et al. (2012) encourages the building of multiple machine learning
models and use the one with the most accuracy and out of three different models namely
Support Vector Machine, Decision tree and Logistic regression. SVM has supposedly
performed well because it was a binary class problem. Similarly, Challa et al. (2016)
focuses on predicting the disease based on the non-motor symptoms of the disease. It has
considered four algorithms namely Multilayer perceptron, Bayesian networks, Random
Forest and Boosted Logistic Regression (BLR) out of which BLR has performed well
compared to the others standing out with 97 percent accuracy because it was a voice
recording data with multiple features. The approaches that have binary class problems
majorly follow K-NN, SVM and Logistic Regression Charleonnan et al. (2016). Thus, it
is important to note that the choice of the model to be implemented depends on several
factors and henceforth it is safe to build multiple models out of which the one with the
best accuracy metrics can be chosen. The proposed approach will consider implementing
K-NN, Logistic Regression, Decision tree and Support vector machine as this is a binary
classification problem and these models are proven to be good with problems of such
kind Charleonnan et al. (2016). While logistic regression is typically meant for binomial
classification problems, SVM uses the hyperplane to separate two classes hence proving
to be effective for binary classification problems. Thus, these models will be considered
to develop the web application.



2.4 Ensemble learning

As discussed in the previous section, multiple machine learning algorithms will be im-
plemented in the proposed approach. Ensembling is a process of combining the results
of two or more models and producing a single final output. It is an attempt made to
increase the accuracy of the models. Bashir et al. (2016) has followed an innovative
approach where multiple heterogenous classifiers are built and ensembled. This approach
has been carried out to predict several diseases including Parkinsons, breast cancer, heart
disease, diabetes, hepatitis etc. Bashir et al. (2016) believes that combining multiple
classifiers can bring out better results and increase the performance of the models given
the individual classifiers of the models have a significant level of disagreement in their
error rate. Fayyazifar and Samadiani (2017) has performed ensembling methods such as
bagging and Adaboost to predict Parkinsons disease and have achieved an accuracy of
about 96 percent approximately. Similarly, Zhang et al. (2017) has argues that build-
ing an ensemble of multiple classical regression models has helped them capture the risk
factors of Parkinsons disease more efficiently. But again, the data that has been used
consists of lots of feature variables which are highly uncorrelated with each other. On
the other hand, Kuncheva and Whitaker (2003) contradicts this by saying that the per-
formance and the accuracy will not always increase with the use of ensembles. It totally
depends on the data used. Thus, it is pretty clear that there are some constraints which
needs to be satisfied for this to produce good results. As mentioned earlier, the proposed
approach will focus on developing a predictive web application which will take the predic-
tion results from the machine learning model built. The issue here is that the variables
used in the model built must match the actual variables needed in the web application.
If an ensemble classifier is built here, it will only have the combined results of all the
models or the weighted average of the base classifier models but not the actual variables
that have been used to perform the prediction in the first place. So, the web application
will not work if an ensemble model is built. Moreover, it is not a compulsion to build an
ensemble model if the accuracy achieved with one of the individual models is good enough
to perform the predictions. The next section highlights the importance of developing web
applications and why it needs to be implemented in the proposed approach.

2.5 Predictive web applications

One of the areas where a huge research gap has been found is the reach of these applica-
tions or models to the end user. So many authors have done lots of research in this field
particularly for the prediction of Parkinsons disease but there has been no effort taken
to have this easily accessible by the end user. There are only applications developed
to monitor patients after the onset of the disease. Patel et al. (2010) and Memedi
et al. (2011) have developed applications to monitor patient’s activities diagnosed with
the disease. The main purpose of this research is to help the user predict if he/she will
have the disease or not in the future but the existing models that have been developed
are raw and they need to have some kind of a simple running interface where its easily
accessible to the user. That is why, developing a web application that can be directly
accessed by users is encouraged. This has been implemented in several fields particularly
in the medicinal field where it is most used. Alves et al. (2018) and Przednowek et al.
(2018) have followed an approach of designing a web application for the prediction of
chemical toxicity and designing an expert system for race training programs respectively.
Alves et al. (2018) has implemented the Flash framework to develop the app which is



suitable for python language coding while Przednowek et al. (2018) has used the Shiny
package in R to implement the same. While the proposed approach follows R program-
ming, using Flash framework might not be the best choice here and the Shiny package is
found to be suitable for data visualizations more than building predictive models Seal
and Wild (2016). Uwagbole et al. (2017) advocates the use of Azure Machine Learning
Studio where powerful and simple predictive models are built and deployed. The pro-
cess is simple and user friendly which advocates the use of most of the machine learning
algorithms. Above all, it also allows the model to be extended and published as a web
service after which an Application Programming Interface (API) gets generated allowing
the model to be used in any platform. This has been implemented by Uwagbole et al.
(2017) to predict SQL Injection attack. Given the purpose of the proposed approach, it
would be suitable and efficient to develop a web application using Azure ML to predict
the disease.
The methods and techniques previously implemented has been discussed. Even though
several methods to predict the disease has been implemented, there has been no effort
taken to deploy the same to the user which is considered as a huge research gap since
the main motivation behind these attempts to benefit the user is still unsolved. The goal
is to develop a web application that is simple with a user friendly interface which can
benefit the users and its not about creating attractive visualizations or graphs which the
user might not even understand. This is being developed for a social cause and the only
motivation behind this it to benefit the users who might incur the disease later in the
future. These drawbacks have been understood and studied thoroughly and will be given
a suitable solution through the implementation of the proposed approach.

3 Methodology

This section covers the technique and methods that are needed to implement the project.
The basic aim of the project is to develop a predictive web application that will perform
real time predictions of Parkinsons disease. A predictive model is created which is then
extended and published as a web service which can then be used in a request response
web application to perform the predictions. There are a few prerequisites that needs to
be satisfied for this research to be counted as a valuable contribution:

• The data must consist of all the important symptoms as explained and justified as
the most common symptoms of Parkinsons disease in the literature review section.

• The predictive model to be built will have to boast an extremely high accuracy with
a good specificity rate since wrongly classifying negative classes for this particular
rate can be dangerous.

• The predictive web application must have a very simple and user friendly UI since
it has to be beneficial for people who might not have much knowledge about these
technologies and applications.

The process of data acquisition and the usage along with the technologies and methods
implemented to execute the project are explained in the forthcoming sections.



Figure 1: Process flow diagram

3.1 Data acquisition

The symptoms of the disease cited and justified earlier as the most common symptoms of
the disease include speech impairment, excessive salivation, tremors, leg agility, rigidity,
difficulty in swallowing and unintelligible speaking and additionally, the history of the
disease in the persons family is also considered. These are the variables that are required
in order to perform the analysis. The data as required has been acquired from two
sources namely UCI Machine Learning repository and DataWorld. These are real datasets
which has around 6000 instances approximately. Raw data has been collected from these
repositories and will be transformed as suitable for the project based on the prerequisites
mentioned in the literature review.

3.2 Machine Learning

The predictive models that needs to be built to perform the predictions are built with the
help of Machine Learning techniques. The predictive models are initially trained using
the existing data after which the new data called the test data will be given for it to make
appropriate predictions. As justified in the literature review section, multiple models will
be built here and the model with the most accuracy will be chosen further to develop the
web application. This is one of the most important prerequisites to be satisfied to execute
the project. Based on the data acquired, the models needs to be chosen and built. As



the proposed approach is a binary classification problem, models such as K-NN, SVM,
Decision trees and Logistic regression will be built here with evidences and justification
supporting the above decision being given in the literature review section. These models
are well suitable for binary class problems and especially decision tree can handle robust
data well and are built using R programming in the RStudio environment. All the
necessary data cleaning and transformation will be done in the same environment before
building the predictive models. Several measures are undertaken in order to increase the
accuracy of the model after which the most accurate model will be considered to develop
the web application.

3.3 ROC curve

The Receiver Operating Characteristic (ROC) is a broadly accepted performance measure
for evaluating accuracy metrics of a model [28]. The ROC is a 2D graph where the x-
axis is the measure of true positive rate while y-axis is the measure of false positive rate.
A classifier is said to be perfect if its in the (0,1) point in the 2D space which is highly
unlikely [28]. Thus, a model that is the closest to the (0,1) point is said to have the
highest accuracy. The idea is to maximize the Area under the curve (AUC) which in turn
will increase the accuracy of the model. This is one of the most important performance
evaluation measure used in this project. A combined ROC plot consisting of four curves
one for each model will be designed and the model with the highest accuracy will be
chosen for the development of web application.

3.4 Web application development

The process of development of the web application begins once the predictive models are
built and the one with the maximum accuracy is chosen. Considering the research gap
and the drawbacks of the existing methods, the aim here is to build a simple, easy to
use application which is not too overwhelming or complicated for the people to use. The
web application consists of simple questions regarding the symptoms of the disease which
the user will answer. This is done with the help of Microsoft Azure ML Studio and the
Request Response Web application. The development of a web application involves the
following steps:

• Defining a prediction function that is responsible for performing the predictions.
The relevant input parameters are fed to the model with the highest accuracy
which in turn returns the prediction value which in our case is the result of whether
the person will have the disease or not.

• Once the prediction function is successfully defined, the model can be extended
and published as a web service which then helps generate an API location and key
enabling the model to be able to run on any platform.

• After publishing the web service, the API location and key is generated which is
then fed to the Request Response Web application. Once the connection between
the web application and the web service is successfully established, the user interface
of the application can be designed. Again, the web application must have a simple
user interface keeping in mind the needs and requirements of the user.



Figure 2: Architecture of the web application

These are the steps involving the development of a web application. As mentioned
earlier, the proposed approach must make sure the necessary conditions are met before
the execution of the project. The next section involves the implementation of the project
where each and every step of the implementation of the project is explained in detail with
supporting diagrams.

4 Design and solution development

This section explains the implementation of the project in depth. The various phases of
implementation along with the different platforms and environments used, data structure
and pre-processing, the flow of data from one platform to another etc are all discussed
in detail with supporting evidences and justification for the chosen techniques being
provided already. The various phases include:



4.1 Initial data acquisition and aggregation

As mentioned earlier, the data needed has been acquired from two sources namely UCI
machine learning repository and DataWorld. The symptoms of the diseases are aggreg-
ated from the two sources with the dependent variable being the status of the disease
which is categorical with values Yes and No. Similarly, the independent variables tremor,
family history, leg agility are categorical while the rest are numeric variables. No data
imbalance has been observed here and thus the results of the predictive models will not
be biased. Predictions will be returned as either Yes or No based on the values of the
symptom variables.

Figure 3: Data variables and description

4.2 Data cleaning and transformation

The initial aggregation of the data is completed but every dataset needs to be cleaned and
transformed in a such a way that its suitable for the models to be built. The final accur-
acy and performance of the model mostly depends on this phase [27]. The data acquired
from the second source has missing values i.e. number of instances were comparatively
less than the first source. Thus, about 300 rows from the first source were deleted instead
of imputing values as this is a highly sensitive data and imputing values might decrease
the overall accuracy of the model. After cleaning, the data needs to be transformed in
such a way that its suitable for the models to be built. Data transformation is done using
R involving the following steps:

• Initially, all the character variables are converted to factors except for the Sex
variable which will be dummy encoded. The values yes and no are converted to
factors with labels 1 and 0 respectively.

• The numeric variables have to be normalized so that all the values fall under the
same range because values under different ranges can impact the prediction accuracy
of the model i.e. higher ranging values can have a greater impact over the accuracy
which can lead to a biased prediction result Charleonnan et al. (2016). Min-Max
normalization method has been implemented here to normalize the numeric data.



where min(x) refers to the least value of the column while max(x) is the highest
value. The character variable Sex should be dummy encoded since models such as K-NN
calculates the distance between the variables to perform the prediction and character
variables will cause the return of NA values. Thus, with the help of dummies package
in R, this column is dummy encoded after which its separated into two columns one for
male and the other one for female which will help the users give an input easily when the
web application is designed. These transformation techniques have to be performed for
models especially like K-NN since it does predictions by calculating the distance between
variables Charleonnan et al. (2016). As all the required transformations have been done,
the models can be built now.

4.3 Building predictive models

After much research, four models have been chosen to perform the prediction with the
evidences and justification given earlier. This study uses a stratified 75/25 holdout and
a training control is defined to control the parameters of the train function. This is
done with the help of the caret library in R using the createDataPartition function and
train control is defined where resampling is done with a 3 fold cross validation. All
the models expect for SVM are built and evaluated using the same test and training
samples with the same training control. Support vector machine uses a different training
control with a repeated cross validation method. Now that all the initial pre-processing
and transformations have been done, the models can be built. K-Nearest Neighbors
performs predictions by calculating the closest distance between the training tuples and
the unknown test tuple. The model is built and trained using the stratified training
sample which is resampled with a 3 fold cross validation after which the predictions are
obtained by testing the model with the test set. The optimal value of k was found to
be 5. The same test and train set along with the same training control are used here
to build the decision tree and the logistic regression models. The decision tree model is
built with the help of c50 and libcoin packages in R where the training data along with
the training control is defined. SVM is a model when used on the right data with the
appropriate kernels can return the best results [25]. SVM requires the package e1071
to be installed before building it. A linear kernel along with a separate training control
involving a repeated cross validation method with 10 folds is defined for SVM after which
the model is built. The prediction results of each of the models have been obtained to
plot the ROC curve only after which the web application can be developed.

4.4 ROC curve analysis

It is highly necessary to evaluate the models once before developing a web application
since only one model can be used to define the prediction function that will do the
predictions and present the result through the web application. A combined ROC has
been plotted with one curve for each model based on which the model with the highest
performance can be chosen to define the prediction function. As mentioned earlier, the
model that is the closest to the (0,1) point is said to have the highest accuracy. The ROC



curve, that is plotted with the help of ROCR package requires all the predictions of the
models to be converted to numerical values. The predictions are combined in a single list
and then the curve is plotted which is shown below

Figure 4: ROC curve

It can be seen from the above plot that decision tree and K-NN have the highest area
under the ROC curve but only one model can be chosen to proceed further. A precise
model performance metric needs to be obtained here to choose between those two models.
Thus, the area under the ROC curve is determined which is presented below

Figure 5: Area under the ROC curve

Now, its evident that decision tree has performed the best and hence will be chosen
to develop the application.

4.5 Defining a prediction function

As mentioned earlier, a prediction function will have to be defined here that will do the
predictions in the web application. A function named predictdisease has been defined here
which will do the predictions with the help of decision tree model built and all the other



input parameters except the dependent variable needs to be fed into it. It is important to
note that without parsing a proper working model and all the input parameters correctly,
the function will not work or at least will not return the appropriate prediction value
which in this case is the status of the person. After defining the function successfully, it
can be published as a web service which will generate the API key and the location.

4.6 Publish model as web service

To publish the model as a web service, the Azure ML package in R needs to be installed
and loaded. It also requires an Azure subscription and an Azure ML workspace which
can be created with the use of a Microsoft ID. Initially, to publish a web service from R,
a workspace reference has to be created. This is done by obtaining the workspace ID and
the authentication token from the settings section in the Azure ML workspace. Once this
is obtained, the reference can be created using the following syntax:

where id is the default workspace ID and auth is the default authorization token
obtained from Azure ML Studio. The model is ready to be published as a web service
once the reference to the Azure ML workspace is created. The predictdisease function
along with the workspace reference and the inputschema which consists of all the input
parameters are defined for the model to be published as a web service. This also requires
an external zip program which will compress this information before transmitting them
to Azure. This is done by installing RTools from which the zip program can be loaded
and installed. This tool converts the inputschema into a data frame after which it is
published as a web service which can be seen in the Azure ML workspace.

4.7 Configuration and deployment of web application

Once the model is published as a web service, an API key and location gets generated
which can be seen in the R console. These are used to create and deploy the application
which after creation uses this API to run the model in the backend and produce the
prediction results in the web application to the user. Initially, a request response web
application is deployed in Azure. After successfully deploying the application, the API
key and the location is given here after which the user interface of the application can
be configured i.e. the minimum and maximum value of each input is defined here as
required and the web application is deployed. Now, as the deployment is completed, the
input values can be given which will return the prediction values i.e. if the person will
have the disease or not. As all the variables of the models are transformed into numerics
for prediction purposes, entering exact numeric value for each input would be difficult for
the user. Thus, a slider button is designed enabling the user to only give the approximate
values as input after which the prediction results will be given. The application has been



designed in a simple, elegant way where the user has to answer very simple questions to
get the results which is the whole point of this research anyway.

5 Evaluation

This section involves the evaluation of the performance of all the individual models and
the web application. The performance can be evaluated by testing the trained models
with the test set. A ROC curve was already plotted since it was required to evaluate the
model performance before developing the web application. The rest of the performance
metrics such as accuracy, sensitivity, specificity and kappa statistic will be discussed in
depth in this section. Before beginning, a summary of each model is presented below.

Figure 6: Model summary

For K-NN, the optimal value for k was found to be 5 by the model i.e. model has
achieved the highest accuracy when the value of k is 5 where k is the number of Nearest
Neighbors found. Since the control parameters for the train function have been defined,
the model finds the optimal value by itself. Similarly, all the models have been tuned and
resampled with a 3 fold cross validation and the optimal solution has been deduced for
each one of them. This is beneficial because there is no need to change the optimization
parameters such as the k value for K-NN or the tuning parameters for SVM such as c or
sigma.



5.1 Accuracy, sensitivity and specificity.

All the models have performed reasonably well with good overall accuracies and kappa
measure. Decision tree has achieved an accuracy of 98 percentage which is the highest
among the four models. K-NN is the second best with 97 percentage accuracy. The
accuracies of SVM and logistic regression are comparatively low although not bad with
90 percentage and 92 percentage respectively. Sensitivity and specificity can be defined
as the proportion of positive and negative classes classified correctly. A table is presented
below comparing the accuracy, sensitivity, specificity and kappa value of all the models.

Figure 7: Accuracy, sensitivity and specificity

It is evident from the above table that decision tree has outperformed the rest of the
models with respect to all the performance metrics. It is also important to note that the
specificity value i.e. proportion of negative classes correctly classified of all the models
are extremely high. This is good because in this particular case, sometimes it is okay
to have a wrong positive class prediction, but the consequences of an incorrect negative
class prediction might be catastrophic. Even the kappa statistics of all the models are
reasonably good with decision tree being the highest.

5.2 Computational time and Area under ROC curve (AUC)

As mentioned earlier, AUC is a metric deduced to determine the performance of a model.
The greater the area under the ROC curve, the better the performance of the model. The
AUC of K-NN and decision tree have already been shown in the section 4.4. Another
important aspect that needs to be evaluated is the computational time of the model.
The lesser the computational time, more efficient the model is. These metrics of all the
predictive models built are presented below



Figure 8: Computational time and AUC

Thus, the above table again shows that decision tree has the highest AUC hence being
the best performing model of the lot but has been a bit slow compared to K-NN which is
the second best model with respect to AUC. SVM has been the slowest because it has to
perform resampling using a 10 fold repeated cross validation method. K-NN is also good
enough to be embedded in the web application but decision tree has been given the edge
here considering its accuracy and robustness. If these work fine, the web application will
automatically function properly and return the correct values.

6 Conclusion and future work

The main aim of the research was to develop an application that a user can use to predict
the occurrence of Parkinsons disease. Gap in research has been identified and necessary
steps have been taken to provide an effective solution for those drawbacks observed.
To summarize, four effective predictive models have been built based on the diseases
symptoms and among them decision tree has been chosen given its high accuracy and
performance to develop the web application that will enable the user perform predictions
with ease. The whole idea was to develop a simple means through which a user can
efficiently predict the occurrence of this disease otherwise very hard to diagose. It is
important to note that all conditions mentioned in section 3 as required to execute this
project are met. A simple web application has been designed with basic questions for the
users to be able to answer and get the prediction results.

6.1 Future work

The proposed approach can be improved in the future in the following ways:

• More number of symptoms can be considered instead of just ten so that more
effective predictions can be performed.

• The resulting predictions just indicate if the person will have the disease or not. It
can be improved in such a way that the prediction results provide in which stage
of the disease they are likely to be diagnosed and what sort of treatments are to be
undertaken.
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