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Abstract

The number of users on social networking sites are increasing day by day. The
advent of technology in social space is also opening the gates of user vulnerabil-
ity. On social networking sites people can show love, affection, likes, and on the
other hand people can be rude, disrespectful, and violent. There have been many
incidents of cyberbullying and cyberaggression reported in the online space. The
incidents cant be stopped but can be controlled if awareness and restrictions are
placed before entering the online social space. As part of the thesis project, the
dataset of Instagram posts has been requested and collected from University of
Boulder, Colorado. The dataset has 2219 observation with metadata as id, likes,
follows, followed by, shared media, cyberaggression vote score, and 195 comments
per Instagramers ID. The target variable is the cyberbullying vote score which
ranges from 0(no/zero votes to bullying) to 5(5 votes to cyberbullying). The re-
search focuses on three aspects: text mining of foul words from the comments,
implementation of text classification models, and comparison of the different clas-
sifiers on the basis of the performance measure.

Keywords: Text Mining, Text Classification, Cyberbullying, Instagram.

1 Introduction

Every individual is aware of the traditional bullying in the physical world. Let it be
schools, universities, workplace; all these areas have seen incidents of bullying. As the
advent of social media networks such as Facebook, Twitter, Instagram, the definition of
bullying has changed to cyberbullying. Cyberbullying is bullying that is taking place
over digital devices like mobiles, desktop, and tablets stopbullying (2017). A person can
be bullied in the cyberspace via SMS, text, apps, or share harmful content. Now indi-
viduals are getting bullied on the social media platforms; this can be harmful physically
and mentally. As per one of the surveys conducted by Symantec reported that around
25% of parents have agreed that their children were involved in cyberbullying episodes 2.
One of the monstrous examples is the blue whale game, which took lives of many inno-
cents teenagers. In Russia, 130 teenagers committed suicide 2 because of the blue whale
game. These are shocking events which resulted as a by-product of the online media space.
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There have been many successful attempts to detect and prevent the cyberbullying in the
social media space. But the spectrum of social media is spreading enormously and pre-
vention can become a tedious job. The project thesis provides insights of the Instagram
data using text mining techniques such as TDM (Term Document Matrix). The text
mining creates the foundational step for the project. The term document matrix will be
generated using comments, and a word cloud will be visualized to see the foul words which
lead to cyberbullying. On top of TDM, four different classifiers will be implemented, and
their performance measure will be evaluated. Below

1.1 Research Question

How well text mining and text classification techniques can help identifying the cyber-
bullying incidents in the online social space?

1.2 Research Objectives

Objective 1: A critical review on cyberbullying classification and predictive models.

Objective 2: Designing, analyzing, developing and evaluate the proposed Classification
model for the Instagram data sets.

Objective 2.1: Implementation of text mining model on the Instagram data-set.

Objective 2.2: Implementation of KNN classifier.

Objective 2.3: Implementation of Decision Tree classifier.

Objective 2.4: Implementation of Random Forest classifier.

Objective 2.5: Implementation of ANN (Artificial Neural Networks).

Objective 3: Comparison of various machine learning techniques used in the research
and determining the technique that suits the best based on performance measures.

Objective 4: Representation of attained results from the classification model developed.

1.3 Conclusion

The introduction of the project presents a discussion on the harmful impacts of cyberbul-
lying in the social media space. Also, provides strong examples where cyberbullying has
detrimental results. Chapter 2 accounts for a critical review of research done in the area
of cyberbullying. Chapter 3 explains the methodology which will be used for implement-
ation. Chapter 4 presents a detail explanation of design, preprocessing, implementation
of text mining process and machine learning classifiers.Chapter 5 deals with the Com-
parison and Evaluation of the Independent Model. And lastly, Chapter 6 concludes the



project and future work.

2 Literature Review of Classification models on Cy-

berbullying

2.1 Introduction

There are many factors which can help in detecting and preventing cyberbullying in the
social media space. The factors can be regarded as the shared text and media metadata.
Usual trend is to integrate text mining techniques with machine learning classification
technique so that a sample post can be regarded as cyberbullying or no-cyberbullying.
Researchers have presented a significant amount of work in the area of cyberbullying. Xu
et al. (2012) claims that social media data is an abundant source for detecting cyber-
bullying. Below section presents a critical review of different researchers work and the
techniques used in building the system.

2.2 A Critical review of Cyberbullying classification models

Cyberbullying can occur in daily life, at school, at work, while traveling. Hong Job et
al. have predicted the worker psychology response to cyberbullying in their research.
Their research involved workers from 10 high tech companies in Northern Taiwan. The
investigation was about the relationship of positive affect, work environment, and the psy-
chological response of the workers. The response was validated with confirmatory factor
analyses, correlation coefficient, and structural equation modeling(SEM). Jon-chao et al.
(2014)learned that more cyberbullying response significantly leads to higher psychological
response. The research was able to justify that positive affect and psychology response
to cyberbullying are influenced by the mediating role of the work environment which is a
positive sign for the employers. Through this research, employers were able to identify the
correlation of cyberbullying with aggression, violence, and prosocial behavior. Moreover,
based on these findings detailed analysis of the situation of the bullied staff can be studied.

Finger and Bodkin-andrews (2012) came up with the research on cyberbullying con-
sidering gender, grade, and gender by interactions. The different types of bullying such
as physical, verbal, social, visual, text, traditional, and cyberbullying were studied with
gender by grade interaction. The data sample comprised of Australian secondary school
students, over which the model was built. In their research, reliability analyses, confirm-
atory factor analyses, and factorial invariance testing were placed to check the interactions
of different attributes. The use of RAPRI-BT over APRI-BT proved to be a success from
the results perspective. Moreover, Lucy et all claims that this study has provided pro-
found insights on gender and developmental differences in traditional and cyberbullying
and target experiences.

Another research which poses the gender distress from different forms of bullying ex-
plained by Bauman and Newman (2013). Their study is based on a questionnaire with
pairs of items describing experiences. The target variable is the distress score which
is part of the questionnaires. Sheri et all found three forms of bullying general bully-



ing, which accounts to embarrassment; name calling, and sexual images. The research
addresses the difference in distress among the bullied individuals of conventional and
cyberbullying. There was no significant difference recorded for the type of form, PCA
(Principal Components Analysis) aided in concluding that distress levels are seen because
of the nature of the incident. Also, females distress levels were more than the males as
concluded by Sheri et all.

The author Dinakar et al. (2012)proposed a research where detection, prevention, and
mitigation of cyberbullying will be addressed. The research has used Natural Language
Processing and common-sense knowledge base. The sample data was collected from
Formspring and Youtube comments to create a corpus. To built a corpus, different text
mining techniques such as TF-IDF, POS, n-grams tokenizer, and also the list of profane
words, the Ortony lexicon for adverse effect were used. The outcome had three different
labels sexuality, Race and Culture, and Intelligence. The end goal was to classify by
sexuality, Race, and Intelligence; the classification was done using four supervised learn-
ing algorithms namely; Nave Bayes, Rule-based, Jrip, Tree-based J48, and SMO(SVM).

The model evaluation revealed that Jrip provided good accuracy 63%, whereas SVM
is the most reliable classifier having kappa statistic 0.653. The other agenda as explained
by Dinakar et al. (2012)is to provide educational material to the online users to make
them aware of the cyberbullying. Before posting anything, the model evaluates there
post and waits for the user to make a decision. Also, the model guides on handling the
cyberbullying situation by providing suggestions to the users. Overall, this research is
extensive in term of preventing and mitigating the cyberbullying in the online social space.

Another research by Vinutha and Deepashree (2016)which pose to avoid and prevent
cyberbullying on social media by putting age verification before access, website filtering
based on a ranking algorithm, and enhancing the user searches. The research model
depends on the text mining and on a created knowledge base. The SVM classifier uses
the knowledge base to classify whether the incident is bully or victim. The approach
of putting age verification is limited to student registration number, and there are ways
by which a user can penetrate the system. Overall, the model was able to classify test
instances with the accuracy of 87%.

Zhong et al. (2013) proposed research on cyberbullying in Instagram. The data was
collected using the Instagram APIs. The research classifies cyberbullying by using text
and images. Use of CNN (Convolutional Neural Network) for clustering of pictures and
LDA to analyze text captions of the image caption to extract the main topic. The re-
search avoided the usage of other attributes such as the number of followers, number of
posts, and followed by as these characteristics were not influencing the target variable.
Haoti et all claims that the work done in the research is a foundational step in developing
tools which may detect and prevent cyberbullying.

Hee et al. (2015) proposed a research where they have explored the feasibility of automatic
cyberbullying detection. The data was collected from Ask.fm, donations, and simulation.
The research aimed to use the fine-grained text categories related to cyberbullying. The
categories were as follows: Threat/ Blackmail/ Insult/ Curse/ Defamation/ Sexual Talk/
defence/ Encouragements to the harasser. The binary classifier was used to classify the



posts as cyberbullying and non-cyberbullying posts. SVM was used to classify the fine-
grained text categories and the insult cyberbullying category has the highest F-score of
56.32. Overall, the outcome of the research provides insights into the linguistic realization
of cyberbullying and text categories.

Using query terms and techniques cyberbullying detecting model was created by Kon-
tostathis et al. (2013). The data collected from Formspring.me which is question and
answers based website. The labeling of the data was done using BoW (bag of words).
Also, the grading was done using the bad word dictionaries which contains 296 terms.
The research created content based and context-based queries in the first part of the im-
plementation. The second part of the implementation uses EDLSI (Essential Dimensions
of LSI) to identify words and cyberbullying detection. Overall, the research claims the
approach of labeling the data was different from the traditional method, and the proced-
ure provides a balance between cost and effectiveness.

Another research which is done to identify the sexual predation in the internet space.
The study presents a comparison between the phrased-matching and rule-based approach
with the machine learning algorithms. The goal is to judge whether a line in the chat
is predatory or not. Bayzick et al. (2010) claims that the existing techniques were more
beneficial than the decision tree and instance-based learning algorithms. Also, the re-
searchers argue that C4.5 decision tree model adds complexity without improving the
reliability of the model. The accuracy achieved by the rule-based approach was 68%.

Many research has used the machine learning in detecting cyberbullying, one of the
studies by Reynolds et al. (2010) claims that they have achieved an accuracy of 78% with
a C4.5 decision tree and instance based learner. The dataset which this research has used
was from Formspring.me The labeling of the data was done using Web Service, Amazon
Mechanical Turk. The research only used insult and curse words within a post thats the
limitation to this research.

Xu et al. (2012) proposed a research which investigates whether social media can be
regarded as the data source for detecting bullying instances in both physical and online
world. The idea is to use different Natural Language Processing techniques to pre-process
the data. The research has used Text Classification, Role Labelling, Sentiment Analysis,
and Latent Topic Modelling tasks to analyze the text. The tweeter data was used for the
research. In this phase, three sets of features were placed; namely unigrams, bigrams,
and POS. The target variable has accuser, bully, reporter, victim which are the roles
which need to be classified. The supervised machine learning algorithms namely Nave
Bayes, Logistic Regression, SVM(linear), SVM(RBF) were implemented to classify the
text. SVM(REF) shows promising results when the size of the training data is increased.
The research also included the NER (Named Entity Recognition) for searching named
persons. Overall, the research has covered most of the aspects of NLP techniques and
was able to classify the roles.

Jong and Trieschnigg (2012) have used SVM classifier to classify a post as harass-
ing(positive) or non-harassing(negative). The dataset has been collected from Myspace.
The data contains 34% female posts and 64% male posts. The research aims to investig-
ate the gender-based way of detecting cyberbullying. The research presents top 20 words



usage by females and males. The labeling of the text data was done manually. Overall,
the research has more male data as compared to females which can influence the model.
And also, the labeling could have been done with tools such as Amazon Mechanical Turk
to save time.

Hosseinmardi et al. (2014) presents research on cyberbullying and cyberaggression in
the social networking space. The study uses Instagram posts for the research. Two as-
pects have filtered the data, firstly the number of comments should be at least 15, and
secondly, every comment should have one negative word. A significant contribution of
this research involves investigating the relationship between cyberbullying and cyberag-
gression of the Instagram posts, labeling of the data was done manually by the labelers,
and analysis of the metadata such as likes, followers, followed by. The researchers reached
out to crowdsourcing website to assess whether the comments are cyberbullying or not
cyberbullying. The range of votes was from 0 to 5. 0 vote indicates the post is cyber-
bullying free, likewise for 2,3,4 and 5. The same idea goes for the cyberaggression. The
classification was done using the SVM classifier which achieved the accuracy of 78%,
and baseline model had 52%. Another way was by using PCA in which only first 20
components out of 200 were selected. The accuracy went up to 78%.

2.3 Identified Gaps

Above section explains the amount of work performed in the area of cyberbullying. Most
of the research was using the single technique to classify the class as cyberbullying, or
no cyberbullying, Xu et al. (2012) have used different models such as Nave Bayes, SVM,
logistic regression and presented overall a fair result. As a part of the research, the three
major objectives about implementation of the research would add value project.

2.4 Conclusion

By reviewing the above work done in the area of cyberbullying, it can be concluded if a
comparison of different classifiers which were picked independently in the previous work
are implemented and analyzed can add value. In this way, cross classifier analysis can
provide more insights into the data.

3 Research Methodology

The methodology is based on CRISP-DM (Cross Industry Standard Process for Data
Mining). It was introduced in 1996, CRISP-DM has been the most favoured methodo-
logy in data mining domain Nadali and Nosratabadi (2011). Though the project thesis
does not entirely follow the steps of CRISP-DM, there are few amendments. The choice
of opting CRISP-DM is because of the flexibility. The project requires utilization of the
entire dataset, SEMMA will not be a good fit here as the sample will be too small to
make a model and considerably requires more efforts at the initial stage. At an initial
step, text mining technique has been used to extract features from text. Below are the
stages of the amended CRISP-DM method.



Figure 1: Stages of CRISP-DM

• Problem Understanding: The objective of the project is to gain insights from the
data and classify the extracted features extracted from the data using the cyberbul-
lying score classes. The stage requires attention to detail as every upcoming stage
are based on the requirement of the project.

• Data Understanding:
There were three different datasets of the Instagram posts. Those posts were im-
ages and videos. The attributes were mainly the metadata of the post and with the
cyberbullying score associated with the individual post. From the previous stage,
the focus is to gather information and create a model which can classify the classes
based on the extracted text features.

• Data Preparation:
This stage is one of the essential stages of CRISP-DM and took most of the time
as part of the implementation. First hand cleaning and pre-processing was perform
using MS-Excel. The goal is to extract each comment into a single text file and
save them in their respective system directories.

• Modelling:
The foundation based on text mining technique where a Term-Document matrix
has been created using corpus. After the creation of the matrix, the individual
cyberbullying vote score will be merged into the matrix. On top of that different
classification model such as KNN, Decision Tree, Random Forest, and ANN will be
applied.



• Evaluation:
The performance of the different classification models will be assessed on the basis
of Accuracy, Recall, Precision, Specificity, and Sensitivity. A tabular comparison
of these models will be presented in order to understand what models are perfect
for classification. A graphical visualization will provide detail explanation of the
performance measure for the different classification models.

• Deployment:
The different classifier model will be iterated four times so that any accuracy fluc-
tuation can be recorded. The process will add value in reviewing the final results.
Chapter 4 discuss the Design, Processing, and Implementation of the thesis project.

4 Design, Processing and Implementation.

4.1 Introduction

Chapter 4 presents a step by step approach to designing, processing, and implementing
of project objectives.

4.2 Architectural Design

Figure 2: Architectural Design

The framework involves the interaction of three phases. The first phase has the data
source directories. 0 to 5 represents different data folders saved in the machine. The



second phase is the core of the project where implementation of text mining technique
and different classifiers will be done. Phase 2 implementation is done in R studio. And
phase 3 is the performance evaluation of the results.

Figure 3: Process Workflow

The process flow diagram works on the similar lines as of CRISP-DM. The data
source, data cleansing, and data fragmentation are part of data preparation phase. The
data modeling refers to the modeling phase and likewise the evaluation phase. As this is
an academic project deployment phase will only be used to build a report of performance
measures of different iterations.

4.3 Dataset Understanding and Preparation

4.3.1 Extraction of Dataset

The dataset obtained by requesting University of Colorado, Boulder. The dataset em-
ployed in one of the research project done by Homa et all. The researchers labeled the
data manually. As the dataset had labels on it, so the task of labeling of the data was not
required. There were three different CSV files which had data of Instagramers, mainly
those were the metadata related to the image or the visual post. There were around
215 columns in each CSV file. The columns were as ID, golden, unit state, trusted
judgements, last judgement at, question1, question1: confidence, question2, question2:
confidence, caption time, img url, likes, shared media, follows, followed by, cyberaggres-
sion, cyberbullying, col 1 to col 196 were of the comments for that particular Instagram
ID. There were 278, 1018, and 922 rows in the three CSV files.

4.3.2 Data Transformation, Integration and Fragmentation

The three different CSV files were transformed into one CSV file using excel. The total
number of observations was now 2218 with 215 columns. Now the challenge was to integ-
rate the number of comments columns into one single column. A small r code was used
to merge 195 columns into a single column. There was a lot of unwanted characters in
the comments such as HTML tags, %, which were not adding any value to the post. By
using Kutools, those unwanted characters were removed.



Figure 4: First CSV file

Figure 5: Second CSV file

Figure 6: Third CSV file

Figure 7: Integrated

As the aim of the research is to perform text mining in the first phase and then clas-
sification on top it. The comments columns were considered, and rest of the columns
eliminated. In the final CSV, only two columns were present namely, Comments and Cy-
berbullying vote score. The requirement of the project was separate the different score
classes and along with the respective comments. There was fragmentation of the final
CSV into six CSV text files according to there individual scores. Each row in each CSV
file represents a comment, and each row was converted to a text file to match the require-
ments of the project. There were around 1845 text files altogether which creates the final
dataset for performing text mining.

Figure 8: Data Fragmentation

The final step requires the creation of directories for example. Folder 0 represents
comments which have 0 votes for cyberbullying. Folder 1 represents comments which



have one vote for cyberbullying. Folder 2 represents comments which have two votes for
cyberbullying. Folder 3 represents comments having three votes for cyberbullying. Folder
4 represents comments having four votes., folder five represents having five votes. Below
snippet shows the folders:

Figure 9: Data Folder

The above data folder acts as a foundational base for the implementation of the mod-
els.

4.4 Implementation of Independent Models

4.4.1 Implementation Text Mining Technique

Lee et al. (2016) quoted that the objective of text mining is to extract information and
knowledge from (very) large volumes of textual data using automated techniques. Below
image represents the workflow of text mining process.

Figure 10: Workflow

There is five keys aspect of text mining:

• Problem definition
Problem definition has been incorporated as part of the problem understanding
phase of the project.To gather quantitative data on which classification models can



be implemented.

• Identify text to be collected
Text has been identified in the previous section of this chapter.1845 text files distrib-
uted in there respective folders will be used to perform text mining. By providing
the pathname these files will be consumed.

• Text organisation
In the data understanding and data preparation stage most of the organisation of
data was performed.

• Feature Extraction
A corpus which is a collection of document. The purpose of creating the corpus
signifies that each class of the cyberbullying score will have a corpus created. Post
that all the comments and their documents will be consolidated in one cyberbullying
vote score class per corpus.At the corpus level, different operations can be applied
to the comments. There are a number of clean up function which comes with text
miner such as remove punctuation (removes punctuation), strip whitespace (remove
spaces between the text), tolower (returns lowercase text), remove stopwords (Parts
of speech like articles which does not add value to our project).
Next part is to create a TDM (Term Document Matrix) for all the classes of Cy-
berbullying vote score. By forming the different paths for cyberbullying class, all
the documents inside the directory are going to become a corpus.
By applying the clean corpus function, all the noise in the data will be discarded.
TDM function of the text miner converts the clean corpus into a matrix. In the
later stage, the sparse terms in the document are removed using remove sparse
function.
The term document matrix now converted into the numeric data matrix for doing
the analysis. The analysis is presented in the analysis stage of the text mining
stage.
Binding each document of the TDM with respective cyberbullying vote scores and
then stacking up the matrixes on top of each other would help in feeding the clas-
sification models.
A hold out area has been created which is considered as a good practice in data
mining. In a holdout area, a portion of comments are taken, and that division is
used to build the model. The model will learn from the terms search for a pattern,
in this case, the classes as 0,1,2,3,4, and 5.
The purpose of the holdout area is to assess how well the model works. The model
will predict to which class the terms belong to and a comparison will be done with
the actual values.

• Analysis
Wordcloud indicates the weightage and frequency words in the document as stated
by Sendhilkumar et al. (2017). Using the wordcloud functionality the top 50 words
were presented. By looking at the words it can be concluded that there is a variety



of foul words and positive words.

Figure 11: WordCloud

• Reach an insight or output
This phase will be integrated with different machine learning classification models,
and their performance will be examined from their performance measures.

4.4.2 Implementation of KNN Classifier

The matrix created in the text mining phase holds the 176 terms and 1854 documents.
The first column of that matrix is the target variable cyberbullying score. The matrix
will act as the platform to build different classification models.
The matrix obtained from the text mining phase will act as the foundational step for
the KNN classifier. KNN (K nearest neighbor) is one of the laziest machine learning
algorithms. The agenda of using KNN based on the classification performed on the pre-
defined classes. In the proposed thesis there are six classes and KNN will contribute in
predicting these classes.
KNN uses Euclidean distance which measures straight line distance between points. In
this case, different terms distance will be measured. The Euclidean distance between
two points in the plane with coordinates p = (x, y) and q = (a, b) can be calculated as
follows:

Figure 12: KNN Formula

The algorithm uses the holdout area which was created in the text mining phase of
the framework. A split of 70% of training data and 30% of testing data was performed.



KNN searches a data points to the most nearly observed one. KNN technique is part of
the class package in R which requires three functions (Training data, testing data, and
labels for the training data).

The k in KNN represents the number of neighbours to consider for the classification.(Zhang
(2016)) Setting a larger value of k can ignore potential noisy points in order discover data
patterns/insights. The thumb rule of selecting the value of k is by taking the square root
of the number of observation in the dataset. Another approach to test with different
values of k.

Figure 13: KNN Plot

Above plot shows different classes and the number of instances the classes held.

In this project, K has been tested with different k values. Below snippet shows the
same:

Figure 14: Model With Different k Values

Figure 15: KNN Statistic

Increasing the value of neighbours does not give good performance in term of kappa.
By thumb rule of selecting k value which taking square root of the number of observations,
the accuracy of 48% and kappa 0.34 achieved for classification. For this project, k = 3
is taken into consideration reason being algorithm will consider three neighbours rather
than the default 1.



4.4.3 Implementation of Decision Tree Classifier

India et all claims that neither decision tree or instance based classifiers were able to
compete with phrase matching and rule-based traditional approach for identifying sexual
predation. As part of the research project, a decision tree classifier will be used to classify
the labeled class c̈yberbullying score.T̈he reason behind selecting a decision tree classifier
is to see how well the Instagram data can be classified based on the unlabled classes.
The performance measure of the decision tree depends on the size of the tree. Brownlee
(2016) large, complex decision tree can lead to overfitting of the model whereas a small,
decision tree can lead to underfitting of the model. Therefore, something which falls
between both these parameters is a good choice.

Figure 16: Model With Different cp level

The decision tree model was iterated at different cp levels. The use of complexity
parameter is to save computing time by pruning off splits of the classifier. The above
table shows the different value of accuracy and kappa with different cp values. The cp =
.005 has been opted for the classification and its results in accuracy of 74% with kappa
of .68.

Figure 17: Decision Tree Statistic

Above figure shows that sensitivity for class 0,1,3,4, and 5 are above .50 except class
2. On the other hand, the specificity is above .80 for all the classes. By sensitivity and
specificity, it can be presumed that chances of predicting does not belong to a class are
slightly greater as compare to chances of predicting belong to a class.

4.4.4 Implementation of Random Forest Classifier

More and Rana (2017) explains that random forest classification is an ensemble approach
to that uses multiple number of classifier to identify class label for an unlabelled instance.
The combination of learning models increases the models accuracy is known as bagging
process. Random Forest works on the principle of bagging. It can be said that Random
Forest is a large collection of decorrelated decision trees. The random forest algorithm
will create multiple random subsets on those random subset decision tree is built. Thats
why random forest got a name ”forest” as it is a collection of decision trees. With all
these decision trees there will be different variations of the main classification and voting
will be done accordingly. In our project, the random forest will classify the cyberbullying



vote score.

Figure 18: Model With Different stepFactor

Four iterations with different value of stepFactor were done. StepFactor = 1.3 pro-
duces accuracy of 88% with kappa of .85.

Figure 19: VarImp Plot

The above graph shows the importance of terms as per the random forest algorithm.
The maximum number of terms lies between 10 and 20 on the MeanDecresaseGini scale.
The importance plot shows positive words having higher score than foul words. The
algorithm presents an accuracy of 87% with a kappa of .84.

Figure 20: Confusion Matrix with Class Error

The class error for all the classes are below .30 which is a good indication.
Below snippet shows the statistics by Class:



Figure 21: Random Forest Statistic

From the above snippet, it can be inferred that Class 0, Class 1, Class 2, Class 3,
Class 4, and Class 5 are good at predicting No scenarios.

4.4.5 Implementation of ANN Classifier

The artificial neural network will act as a classifier for our research. The words of the
comments stored in a CSV file resulted from the text mining process will be feeded to
the ANN classifier. There are 176 terms and 1845 observations in the final CSV file.
The cyberbullying score is the target variable having 6 different classes as 0,1,2,3,4, and
5. The aim is to classify the classes of cyberbullying score. The caret package of R has
been used to implement the ANN model, the model works on similar line as implemented
by Becker (2015) Neural network has 5 hidden layers as H1, H2, H3, H4, and H5. The
neural network is a black box plot. The weights in the neural network were 188, 512, and
916 changing after every 100 iterations. The neural network has achieved an accuracy of
86.08% with kappa of .823. Below snippet shows the statistics by class:

Figure 22: ANN Statistic

It can be assumed that model that Class 0, 1, 2, and 5 are good predictors in case of
a yes scenario from sensitivity perspective. On the other hand, Class 0, 1, 2, 3, 4, and 5
are good predictors in case of a No scenario from sensitivity perspective.

4.4.6 Conclusion

In this section, we have covered architecture of the project, datasets discovery, and pre-
paration, implementation of text mining technique to extract insights from the text, and
implementation of the different classifier such as KNN, Decision Tree, Random Forest,
and ANN. In the upcoming section, comparison of the independent models and evaluation
of the overall project will be done.



5 Comparison and Evaluation Of The Independent

Models

In this section, a comparison and evaluation of independent classification models will be
performed based on the performance measures.

5.1 Introduction

In the previous Chapter, the performance measures of each classifier have been computed.
The area under the curve provides additional evaluation check for the classification mod-
els. In this section AUC for KNN, Decision tree, Random Forest, and ANN (Artificial
Neural Network) will be computed and compared.

5.2 Comparison of Independent Models

A comparison of independent classification models will be performed. By looking at the
Accuracy, Random Forest has the highest accuracy of 88% with the kappa value of 0.85.
Also, the other parameters such as sensitivity and specificity values of Random Forest
are promising than the other models.

Figure 23: Performance Measure of all the Classifiers

Figure 24: Accuracy of all the Classifiers

5.3 Evaluation of Independent Models

AUC is one of the performance measures for multiclass classification models reference.
AUC signifies which of the models predicts the cyberbullying vote score classes best.
KNN: By using multiclass.roc the area under the curve for KNN classifier was computed.
the AUC is 0.86. As this function has been used by Zhongheng et all, the value of AUC



represents that KNN model is a good fit Decision Tree: For Decision Tree as a classifier,
the AUC as 0.68. Random Forest: For Random Forest as a classifier, the AUC as .82.
ANN: For ANN as a classifier, the AUC is 0.53. Interestingly KNN has the highest AUC,
but other performance measures such as accuracy, kappa, sensitivity, and specificity do
not show good values. On the other hand, the random forest classifier has the AUC as
.82, and also the other performance measures show good results. Therefore, it can be
concluded that Random Forest Classifier is the best model among the other classification
models.

6 Conclusion and Future Work

In this project, text mining technique was used to extract quantitative data from the
Instagram comments. By using the extracted quantitative data and binding it with re-
spective cyberbullying vote score laid the foundation for the project. The different clas-
sification techniques KNN, Decision Tree, Random Forest, and Artificial Neural Network
were implemented over the dataset. Among those independent model Random Forest
was able to identify 88% of the documents for classification of six different cyberbullying
vote scores.

There is a plenty of opportunities to detect cyberbullying in the social media space.
There are profiles which are common on both Instagram and Facebook. A user has an
option to upload media to both the social media platform. As a part of the future work,
cyberbullying detection for the shared/common post on Instagram and Facebook will be
analyzed. This way it can be examined which social media platform is getting impacted
by cyberbullying.
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