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Abstract

This research is focused on predicting if a customer will leave or not based on
using various machine learning techniques. The goal is to determine what accuracy
each of those models will produce when intercompared against each other to predict
if a customer will either leave or not and the determine the major factor behind
their decision to leave. To achieve the above-mentioned goal, Logistic Regression,
Naive Bayes, Decision Tree and Support Vector Machine models were implemented
on a Customer Churn Dataset to determine the accuracy, precision and F-measure
score. Logistic Regression achieved the best classification accuracy of 79.08 %
and precision of 62.96% followed by Support Vector Machine which scored 77.24%
Accuracy and 56.49% Precision.

1 Introduction

Identifying which customer will leave or stay has always been an issue for companies.
Most organization have identified that it costs them more to acquire a new customer
than to retain the service of their current and loyal customers.

The goal of retaining the services of current customers gives them better return in
terms of net profit than doing the hard work of acquiring a new one. (Rust and Zahorik;
1993). There have been quite many data mining techniques which has been deployed to
analyze which client is most likely to churn for actionable insights. (Hung et al.; 2006).

The predictive analytics market according to a research carried out by Insights will
be valued at about $2.3billion by 2019. Therefore, a lot of organizations and prospective
SME’s have seen that predictive analytics is the future and they are starting to key into
the idea of Predictive Analytics to get more Insight from their data and make informed
decisions.

There are 2 distinct type of churners in ecommerce, Incidental and Complete Churn.
Complete Churn is referred to as a customer not wanting to have anything to do with
that company / product again while Incidental churn occurs when due to further circum-
stances, the customer cannot patronize the company again. It can be due to the fact the
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customer changed location etc. (Wu et al.; 2010) Churn is another word that is used to
classify if a Customer will leave or not.

This research aims at proffering a solution to SME’s and businesses by Investigating
and Comparing Predictive Analytics techniques using machine learning to determine what
accuracy the best model gives and further insights as to why they are likely to leave. The
rest of the research is structured as follows, Section One highlights the specification of the
project which also includes the research question, the study purpose and the necessary
research variables.

1.1 Project Specification

1.1.1 Research Question

¨Which classifier model will be the best to use for the prevention of customer forfeiture
with the application of machine learning.¨

1.1.2 Sub Research Question

Why would the model be the best fit and what other factors influences a customer to
leave?

1.2 Purpose of Study

The purpose of this study is to Investigate with the application of various data mining
techniques to help establish how classifier algorithms can help give insights on how to
prevent customers from leaving.

2 Customer Churn

Customer churn is the process when a client / customer seizes to carry out business or
further transaction with a service or company. The main goal behind acquiring customer
loyalty is to make sure they are better satisfied with their current service and in that
process, more can be sold to them.

There is a need for companies to have a specific method for performing churn analysis
during a given period as Churn hinders growth. There are different ways at which various
organizations calculate or predict customer churn. With the introduction and application
of Machine Learning, predicting customer churn became easier and much more efficient
and effective.

2.1 Machine Learning

Machine learning is the process of extracting insightful and relevant information by de-
ploying certain algorithms that learn from the data. Priyadharshini (2017). Some ex-
amples of Machine learning problems are identifying different faces in images, Filtration
of spams, Fraud detection and prevention, Segmentation of customers and many others.



Data mining and Machine learning go hand in hand, they also share striking similarity
by usage of the same technique and algorithms, but their kind of prediction may differ.
While data mining is known for its pattern recognition, Machine learning recreates estab-
lished patterns and knowledge. There are two major machine learning methods which are
being used today, they are Supervised and Unsupervised Machine learning. According
to research, A lot of people carry out more of Supervised learning than Unsupervised
machine learning methods.

Supervised Machine learning involves clearly identifying the inputs and outputs, while
the algorithm is trained using examples that are labelled.

It takes the inputs and output to find the corresponding error, it modifies the model
based on the inputs. It is commonly used in events when you are predicting the fu-
ture based on historical data. Some type of supervised learning methods is Regression
(Logistic Regression), Classification (Bayesian Network, Decision Tree, Support Vector
Machine) and Gradient Boosting. Priyadharshini (2017).

Unsupervised learning is used on data without historical knowledge of anything. It is
used to find patterns and clusters with certain attributes.

2.2 Logistic Regression

This is a model that uses variables with a finite set of values for prediction. (Apampa;
2016). Prediction lies on the application of many predictors which could either be categor-
ical or numerical. Saedsayad (2017). It evaluates class probabilities by utilizing the logit
function. Lets take an example, A Logistic Regression can be used to predict the outcome
of an election. Based on the multiple input criteria the model can take the constituent
the electorate is from, the party the candidate belongs to etc. Due to the historical data
which involves the same criteria data input, it can score new instances based on prob-
ability that they fall into the category based on the outcome. (SearchBusinessAnalytics;
2017).

2.3 Naive Bayes

This is a concept of probability that predicts the outcome based on existing knowledge, it
is a powerful algorithm that is utilized for classification task, very useful for the analysis
of large dataset as it is easy to build and gives no hassles over iterative estimation of para-
meters. Saedsayad (2017). It assumes that all the features are conditionally independent
given the class label.

2.4 Decision Tree

Decision Tree is utilized to tear apart problems that are complex, every branch of the
tree can be an outcome with possibility of solving the problem.

The model is utilized in philosophy, forecasting of economy and finance to mention a
few. The structure of the tree helps into drawing up a conclusion for any given problem



which maybe or is complex in nature.

Just like other models, DT can also be used to solve classification and regression
problems also, the main idea behind using decision tree is to build a training model that
can be used to predict a target variable or class value by decision rules which will be
learnt from the training data itself. The tree always tries to solve a problem by using
Internal Node and Leaf Node, every internal node of the tree is an attribute and leaf
node is a class label. A node displays the analysis via its objective on a 1D display. As
soon as an ideal relationship has been spotted between values that are inputted, they are
grouped together to give decision tree model. (Wagle et al.; 2017)

2.5 Support Vector Machine

Created by Vapnik Vladimir, Support Vector Machine is utilized to solve both classifica-
tion problems and regression problems. Utilizing both kernel functions of Nonlinear and
Linear, it gets information by looking for the hyperplane which is the point of separation
between two data. (Radhimeenakshi; 2016)

It can be used as a tool for prediction by searching for a line or a boundary of decision
which is also known as Hyperplane which separates the classes or data easily to avoid
overfitting of the data. (Somvanshi and Chavan; 2016)

3 Related Work

(Vafeiadis et al.; 2015) carried out a comparison of different machine learning techniques
on a telecommunications churn prediction dataset, the techniques are no other than
Support Vector Machine(SVM), Decision tree learning, Naive Bayes, Artificial Neural
Networks (ANN) and Regression Analysis.

The Dataset utilized in conducting this experiment was a churn dataset which was ob-
tained from UCI Machine Learning Repository which included binary attributes (Yes/No).
It also contained 18 predictors inclusive of the churn binary attribute and 5000 records.
To mention a few of the attributes contained in the dataset, they are namely: - Account
Length, Total Evening Charge, Area Code, Total Night Minute, Total Evening Calls,
Total Evening Minutes, Churn.

Based to their research, Performance Evaluation was initially carried out on each of
the models to check for their Recall, Accuracy, Precision and F-measures. The boost-
ing algorithm was also carried to check the performance of each classifier algorithm, the
main reason for using a boosting algorithm was to improve the f-measure. At the end
of the research based on cross validation, the researchers found out that the top two
performing models without boosting were Decision Tree which give an accuracy of 94%
and F-measure score of 77% and Support Vector Machine giving an accuracy of 93% and
F-measure score of 73%.
Immediately Ada boosting was applied, SVM(SVM-Poly) came out tops with an accur-
acy of 97% and F-measure score of over 84%, they cited that Naive Bayes and Logistic
Regression could not be boosted due to lack of parameters that could be tuned to.



(Apampa; 2016) carried out another research on how banks can make their Customer
marketing response effective utilizing Logistic Regression, Decision Tree, Naive Bayes and
Random forest predictive models. The models were applied to both balance and unbal-
anced dataset provided by the bank. The Dataset that was used to conduct the research
was a Bank dataset which had about 45,211 records and 17 attributes. To mention a
few of the attributes contained in the dataset, they are namely: - Age, Balance, Day,
Campaign, Job and the predictor being ’y’ which indicated if a customer subscribed to
the campaign or not.

After running series of model testing and 10-fold cross validations across each model,
he found out that Logistic Regression and Naive Bayes algorithm had Area Under Curve
(AUC) of 75.7% and 75.6% respectively. The Random Forest model returned an AUC of
74.2%. The Author cited that the results were way better for the balanced dataset. He
further concluded that for all the classifications performed well on AUC, Precision and
Recall but Random forest returned a lover AUC score in comparison to Decision Tree
and that Random forest does not improve the overall performance of Decision Tree.

(Chen et al.; 2015) carried out a research using predictive analytics techniques to
ascertain how the length, frequency and other circumstances in a logistic company influ-
ence customer churn. The researchers stressed the importance of performing a customer
churn analysis in other to save companies of having to spend on acquiring a new one.
The predictive analytics methods utilized in this research were Logistic Regression, De-
cision Trees, Support Vector Machine and Artificial Neural Network. The initial data set
contained about 106,747 customers who had made over 210 million transactions between
a specific period. After the performance of Data cleaning and preprocessing, a total of
69,170 customer data was the final output. They segregated the people who had been
inactive and defined various reason as to why they could have been inactive.

The performance of the selected models was measured based on their Accuracy, Pre-
cision, Recall and F-measure. After the implementation of the selected models, the re-
searchers noted that Decision tree model outclassed other models. Based on their dataset
and in conclusion of their research, the however denoted that the influencing factor for
customer churn were the Customer Recency, Customer Length and Customer Monetary.

Definition of Key Terms

Accuracy: This is simply the ratio of the observation of the predicted values against
the total observation. It is calculated using the formula (TP + TN) / (TP + TN + FP
+ FN)

Note: TP stands for True Postive, TN stands for True Negative, FP stands for False
Positive and FN stands for False Negative.

Precision: This is the ratio of positive predictive observation against the total pos-
itive predicted observation. It is calculated using the formula, TP / (TP+FP).

F-Measure: This is the average of precision and recall. It is calculated using the
formula, 2*TP / 2 * TP + FP+ FN.



True Positive (True Yes): This is the amount of the correctly predicted values by
the model.

True Negative (True No): This is the amount of the correctly predicted negative
values.

False Positive (False Yes): This is the amount of falsely predicted values that
belong to a correct predicted value. i.e. When the actual value is of class No and it is
predicted to be Yes.

False Negative (False No): This is the amount of falsely predictive vales that
doesn’t belong to the correct predicted values. i.e. If the Actual value predicts Yes and
the predicted values says No.

4 Methodology

This research was conducted and structured in the CRISP-DM (Cross Industry Standard
Process for Data Mining) structure.

Figure 1: The CRISP-DM Process Flow

The crisp-DM follows the process of Business Understanding to Data Understanding
then Data Preparation and Modelling which follows by Model Evaluation and deployment
of your model.



The Business Understanding Process: - The phase places emphases on making
sure that requirements and objectives of the business are well laid out and understood
from the business perspective. After adequate understanding, the knowledge will be used
to achieve the data mining objectives which has been set out. Nadali et al. (2011). In
this phase, it was well understood that the essence of application of machine learning was
to give us better insights as to which customer is leaving and their reasons for leaving.
This in turn will make the company or business take further actions as to how to retain
their services.

Data Preparation and Understanding: - It is highly important that the data is
understood before any process or analysis is performed on it. Discovery of hidden know-
ledge to form your basis of hypothesis. The data must be prepped in other for the analysis
to be performed on it, at this stage the cleaning and transformation is done. Decision
on which attribute will be utilized during the analysis is made and NULL Values are
removed. (Zapata and Gil; 2011). The dataset utilized is a Telecommunications churn
dataset which was downloaded from IBM Watson Analytics with over 7,000 rows and 17
columns. It contains Customer data about their monthly and yearly expenditure with the
telco and the plans they subscribed on for that month with other features alongside their
likelihood to leave them or not which was a Binary category (Yes/No). The attributes
of the above-mentioned dataset to mention a few includes Customer ID, Gender, Mar-
ital Status, Dependents, Phone Services, Type of Contract, Payment Method, Monthly
Charge, Total Charge, Churn.

Amongst the 7,000 plus rows in the dataset, the churn column contained 5175 No
Instances and 1870 Yes Instances. The 5175 No instances indicates that the likelihood of
those customers leaving the company was 0% while the 1870 Yes instances indicates that
the likelihood of the customers leaving the company was 100%.

Modelling and Evaluation: Some data mining modelling techniques are considered
and selected in this phase, the optimal values of the parameters are selected and applied.
(Nadali et al.; 2011). Hitherto to model deployment, evaluation and review of the model
is very necessary. It must be compared to tally with the business objective. (Zapata and
Gil; 2011). The models that were utilized for this project were Support Vector Machine,
Nave Bayes, Decision Tree and Logistic Regression. Each of the model were evaluated
against each other and insightful information was gathered from the implementation of
the models vis--vis bearing in mind that the business objective is at stake.

Deployment: It was implemented using RapidMiner Studio 7.6.001 Version. After
importation of the dataset into the Rapid Miner data repository, data Mining techniques
were performed on the data sets to display findings and make recommendations.

5 Implementation

Data Understanding and Preparation
With the acquired dataset, A few data mining models were applied to it to intercompare
each of them against one another thereby taking note which of the models gives the best



Figure 2: The description of each attribute in the Dataset

accuracy, precision and F-measure score to determine if a Customer will leave or not.
The aim of taking this approach is to apply predictive analytics to gain more insight
from any given dataset vis-a-vis saving organizations the cost of having to reacquire their
loyal customers.

The churn data was split into two cross validation folds (Training data and Testing
data) with the 70% of the data being used as training data while the other 30% was used
as testing across each model.

5.1 Model Application Results

5.1.1 Logistic Regression

The application of Logistic Regression on the Churn dataset has given the above results,
it can be noted that Logistic Regression model gave an Accuracy of 79.08% and precision



Figure 3: The Process Flow For Logistic Regression Implementation on RapidMiner

of 62.96%. The model classified True Positive (True Yes): 289, True Negative (True No):
1382, False Positive (False Yes): 272, False Negative (False No) 170.

Figure 4: The Results from Logistic Regression Analysis

Applying Decision Tree to the model paved way for a drill down effect to recognize the
most important factor amongst the attributes, it can be noted that the type of contract
the customer is currently only plays a major influence in their decision to stay or remain
with the telco company. Contract being the main node, has 3 sub attributes (Month-to
Month, One Year and Two Years). The chances of a customer churning one a month to
month contract is relatively low vis--vis two-year basis. If the total charge based on the
contract the customer is on is greater than 8081.775 the chances of the customer leaving



is very high, while if it is less than 8081.775 the chances of the customer leaving is very low.

Figure 5: Decision Tree Insight Into Logistic Regression with Feature Selection

5.1.2 Naive Bayes

After the successful implementation of Logistic Regression on the data set, Naive Bayes
model was applied to get further insights in terms of how accurate and precise it would



Figure 6: Naive Bayes Process on RapidMiner

determine if a customer will leave based on previous knowledge. The accuracy after im-
plementing Naive Bayes model was 76.38% while the precision was 54.86%. Based on
classification, it classified True Positive (True Yes): 350, True Negative (True No): 1264,
False Positive (False Yes): 211, False Negative (False No) 288.

5.1.3 Decision Tree

The data was retrieved from the local computer and split into two cross validation folds
(70% Training data and 30% Testing data). The Set role was used to set Churn as the
label for prediction, Decision tree classification was utilized setting both pre-and post-
pruning in other to avoid overfitting of the tree.

The Performance of the model was extracted after successful execution and feature
selection was retrieved from the model in other to determine the most insightful inform-
ation from it. It gave an accuracy of 73.41% and 100% precision. Based on classification,
it classified True Positive (True Yes): 2, True Negative (True No): 3617, False Positive
(False Yes): 1311, False Negative (False No) 0.

It can be denoted that decision tree is a weak learner as it was only able to identify
and classify only 2 customers as True Positives from the testing dataset leading to an
accuracy of 100%. Decision Tree was able to identify Contract as the Node with Monthly



Figure 7: Decision Tree Process on RapidMiner

Figure 8: Decision Tree Model Performance

Charges being the leaf node. Just as Decision tree was applied to Logistic Regression for
a tree down view of how well the model perform and gather further insight. Based on
the type of contract which varies from month to month, one year and two years. The
customers on month to Month and Two years contract are not likely to leave based on
the result from the model. The customers who are on a one-year contract are likely to
leave if their monthly charges are greater than or equal to 117.50 and are less likely to
leave if their monthly charges are less than or equal to 117.50.

5.1.4 Support Vector Machine

Data was retrieved from the Data bank and Churn attribute was set as the label for which
the prediction will be performed on. The missing Value operator was utilized should any
value be missing, it will be replaced. Support Vector Machine doesn’t perform any ana-
lysis on Binary Operator which was our Churn Label(Yes/No), Nominal to Numerical
Operator was utilized to replace that process thereby performing Dummy encoding so
that the model could perform its analysis. Dummy encoding is the process of utilizing
categorical variable predictors in multiple ways of model estimation.



Figure 9: Decision Tree Like View with Feature Selection Performance

Figure 10: Support Vector Process on RapidMiner



6 Evaluation

Each model was utilized on the same dataset following the same procedure and their
accuracy, precision and other factors were noted down after cross validation. It can be
seen from the image below that Logistic Regression performed better that all other models
namely (Naive Bayes, Decision Tree and Support Vector Machine).

Figure 11: Evaluation of All Models

It attained an accuracy of 79.08 and a precision of 62.96 with an AUC score of 0.282%
and F measure of 56.7%. The sensitivity and Specificity of the model were 51.52% and
89.05%, for a model to considered good, it must be Precise and Accurate.

The Second-best model after Logistic regression to predict if a customer is likely to
leave was Support Vector Machine, it gave an accuracy of 77.24% and a precision of
56.49% with an AUC of 0.817% and F-measure of 59.13%. It performed better than
Logistic Regression on Sensitivity which was 62.03% and its specificity was 82.73% re-
spectively.

The third model best suitable for the predicting of customer churn is Nave Bayes
model, this model gave an accuracy of 76.38% and a precision of 54.86% with an Area
Under the Curve(AUC) score of 0.811 and an F-measure score of 53.38%. It performed
better than both Logistic Regression and Support Vector Machine based on the Sensit-
ivity (True Positive Rate) which was 62.39% and its specificity was 81.4%.

The fourth best model suitable for predicting customer churn is no other than Decision
tree, which gave a model accuracy of 74.41% and a precision value of 100%. Note, a model
cannot be 100%. Decision tree only classified 2 (TPs) out of the many data points in the
test data. It had the lowest F-measure score which was 0.30% and A sensitivity of 0.15%
and 100% specificity.



7 Conclusion and Future Work

With the amount of data generated now and in the future, the need for data mining is
the top most agenda for every successful corporation. Data mining in conjunction with
predictive analytics is the future, Meaningful information needs to be extracted from data
in other to assist businesses or organizations grow and further enlarge its revenue and
make valuable decisions as to where they should head to. Having firsthand information
from your data using predictive analytics gives you a major edge over your competitors.

The results from this research shows that Logistic Regression Model outperformed
the other 3 models when compared against each other. It outperformed them based on
its accuracy and precision at predicting if a customer will leave or not. This is however
valuable as managers will feel confident going into the office knowing fully well where to
focus their resources on based on customer retention. Based on other metrics Logistic
Regression classified 51.52% True Positive Rate(Sensitivity) of the data which is less
than Support Vector Machines, True Positives rate of 62.03% and its F-measure score of
59.13%. Overall it Had a True Negative Rate Prediction (Specificity) score of 89.05%.

Based on feature selection, it was noted that the type of contract the customers are
on plays a major factor on if they are likely to leave or not. With Churn variable being
the target variable, feature selection analysis was carried out to gather further insight as
to what factors influences them to leave.

A decision tree operator was placed to see what type of contract is influencing them
to leave, Customers on a month-to-month and a year contract are less likely to leave even
though there are some likely to leave on a month to month basis but the customers who
will stay are more than the ones who will leave. Customers who pay more than 8081.775
as total charges are more likely to leave since it is expensive and customers who pay less
than 8081.775 are less likely to leave.

There is need for further development of this project as further insights and other
metrics of customer behaviors can be analyzed and valuable piece of analysis could be
made from it. Other classification models can be applied on the dataset to determine
which outperforms the other and recommendation can then be made based on their
findings.
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