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Abstract

Artificial Intelligence may enhance and complement Medical Intelligence to de-
liver Healthcare of the 21 century. Medical databases accumulate vast amounts of
data, holding potential remedies to many diseases. Data mining opens new dimen-
sions and opportunities to the existing statistical approaches in medical domain.
A better set of predictors is needed for diagnostics and classification of medical
conditions and that is where feature selection become indispensable. The National
Health and Nutrition Examination Surveys (NHANES) data was utilised in this
research, with demographic data, details of laboratory tests and food components
data accessed for knowledge discovery. Diabetes is one of the main causes of dis-
abilities and deaths in the world and one of the disorders where causes are poorly
understood. This was the main motivation for exploration of the data from a data
scientist perspective. Glucose blood level (serum glucose) was selected as the tar-
get feature, as it is the main factor in identification of diabetes. Algorithms with
feature selection may work with predictors that were never considered before but
could help improve accuracy. ”Gbm”, ”glmnet”, "svmRadial” and "nnet” pack-
ages were applied for feature selection in this research within the R environment.
Comparative analysis of features selected by different algorithms estimated with Re-
ceiver Operating Characteristic (ROC), sensitivity, specificity and kappa. Complex
analysis revealed important features for predicting glucose level: blood osmolality,
blood sodium and blood phosphorus level. Validation of the predictive accuracy
using a ROC curve has been done on a test set with accuracy almost 87% with all
modelling techniques. Pima Indian Diabetes data has been chosen as a reference
against the proposed model, accuracy of 76% attained in comparison with the same
methods.

1 Introduction

Data mining is a prominent field of research that potentially can change the way people
extract knowledge from Big Data. Powerful computers, advanced algorithms and unlim-
ited storage contribute towards the generation of vast amounts of data from one side, and
to assist the public to manage it from the other side. Categorization, routing, filtering
and searching for relevant material from complex datasets is challenging for humans, but
has a great potential for machine learning. Big data in healthcare encompass additional



challenges. Privacy issues, data governance and domain knowledge are constraints to
hold back data from release for research and delay new discoveries. Resistance to change
is another important factor of human nature. [Ramesh et al.| (2004) clarify that one of
the reasons is the level of confidence of medical practitioners towards the technological
advancement for decision making. (Smith et al.; 1988)) explains that the nature of some
rare diseases, its small ratio in total population, might not provide enough evidence to be
statistically significant. Lately this view has been supported by |Groves et al| (2013). In
this case data mining might be particularly useful for knowledge discovery. Consolidation
of patients records into a single file and analysing it with some advanced machine learning
algorithms improves predictive accuracy in many cases. It is a source of innovation and
future of scientific, evidence based medicine.

Hospitals, pharmaceutical industry, research centres and laboratories are conglom-
erate of Big Data production. Vast amounts of data are stored in clinical repositories,
concerning patient details such as demographic, payment, as well as laboratory and treat-
ment data (Musen and van Bemmel; [1997));(Groves et al.; [2013). The utilisation of these
records became popular in prediction of insurance claims abuse (Joudaki et al.; 2014),
ranking hospitals and identifying high-risk patients (Obenshain; |2004). However even
now this field is considered as ”data rich and knowledge poor” domain (Raghupathi and
Raghupathi; 2014). Powerful new algorithms running on high performance machines
could crunch massive amounts of existing medical data in near-real time to deliver long
awaited concept of personalised treatment.

According to World Health Organisation 2016 report the number of people affected
by diabetes almost doubled from 1980 to 2014 and approximates to 422 million people.
A condition where a main symptom is elevated glucose level was the cause of 2.2 million
deaths on top of 1.5 million of people diagnosed with diabetes. Serious health complic-
ations are associated with the disease, like heart attacks, loss of vision, amputations,
strokes, kidney failures result in disability and a loss of employment. As a result, people
with diabetes and their families suffer from significant economic loss and overall it is a
serious burden to national economies (Organization et al.; 2006).

The objective of this research is formulated as follows:

1. Exploration of large healthcare data repository for discovery of features that may
contribute towards better classification accuracy of glucose level;

2. To select methods that not only give a superior accuracy, but also provide oppor-
tunities to expose significant features and its relative importance;

3. Development of feature selection process flow from complex healthcare data repos-
itories for data mining purposes;

4. Comparative analysis of the proposed methodology with other research performed
on Pima Indian Diabetes dataset.

This research paper is structured as follows. In the next chapter revision of related
work within the context of feature selection and diabetes prediction is explored, common
pitfalls in data analytics domain are reviewed from the medical perspective. Methodology,
selection of induction algorithms and justification of evaluation are discussed in chapter
3. Chapter 4 includes implementation process flow, statistical findings and rationale for
investigation. Four case studies are presented in chapter 5, along with discussion on
evaluation metrics and research findings. Conclusions and efficiency of the research are
presented in the last section, with indications of future work and research limitations.



2 Related Work

The size of datasets imposes additional challenges for the researchers and analysts. It
is not unusual now to have datasets with millions of features (Zhai et al.f 2014). Mul-
tidimensionality has an impact on the quality and complexity of the data, where noise
(Tan et al.; |2009); (Xiong et al.; [2006)), outliers (Ben-Gal; [2009));(Escalante; 2005)), class
imbalance (Ling and Sheng; n.d.); (Galar et al.fj 2012);(Weiss; 2004) became prevalent
issues. Application of data mining in the field of bioinformatics and healthcare reveals an
additional issue of disparity: small number of samples to enormous amount of features,
such as in DNA microarray classification (Tabus and Astola; |2005), chemical structures,
(Buydens et al.;|1999), medical imaging (Saeys et al.; 2007));(Fu et al.; [2005)). Dimension-
ality reduction in this field became fundamental for success. Bellman in 1961 introduced
the notion of ”curse of dimensionality”, where larger amount of features depreciates the
generalization capability. Dimensionality reduction meant to reduce multivariate data to
a subset with a smaller set of features, preserving the predictive power. Feature selec-
tion is one of the techniques for the efficient resolution of multidimensionality problem
(Motoda and Liuj [2002)).

2.1 Feature Selection Methods

Guyon and colleagues (Guyon et al.; [2002)), (Nikravesh et al.; 2006) carried out consid-
erable research in the field of feature selection methods for machine learning. Feature
selection and feature extraction are important steps in data exploration and preparation
for predictive model building, and also used as approaches for reduction of dimensionality.
Differentiation between two techniques is important, as they have different objectives in
model building. The purpose of feature selection is to select the best relevant predictors
for building a model. Removing redundant and irrelevant features without major loss of
information is the main principle behind feature selection. Conceptually, redundancy and
irrelevance are distinctive notions in terms of feature selection, as correlation between
two relevant attributes may return one of them to be redundant.

Feature extraction constructs new features from a given subset. Replacement of an
attribute by a logarithm, cube root, reciprocal function or binning of features is con-
sidered a transformation. Certain objectives can be achieved with such transformation:
scale adjustment (without the effect on the shape of the distribution), transformation of
complex relationships into linear. Generation of new features from the existing ones can
be done by creation of derived features or by introduction of dummy features for model
optimisation. This technique could make a number of features in a dataset larger or more
condensed (Nikravesh et al.; 2006]).

Guyon and Elisseeff (2003) examined motivations and benefits for choosing subsets
of features that are suitable to build good predictors. Among them are model simplifica-
tions that may enhance algorithm performance, reduce computational cost, cut down the
storage space, minimise the cost at deployment stage, etc. Last but not least reason is
knowledge discovery, where information from the model can be interpreted and analysed.
Classification of methods into three categories: filter, wrapper and embedded are now
widely referenced in the literature (Kuhn; 2012).



2.1.1 Filters

Review of feature selection methods and related references was done in the study of Saeys
et al.| (2007). Special emphasis in the paper is given to filter methods, with additional
division of filter methods into univariate and multivariate. The attractiveness of filter
methods is based on their relatively economical computational cost and usually applied as
a pre-processing step in model building. In principle, filters methods estimate predictors
performance without a reference to the induction algorithm. Wilcoxon tests, t-tests and
ANOVA models can be used to estimate the mean variance and for modelling use the
predictors that have statistically significant differences between the groups. Research of
Kira and Rendell (1992)); Kononenko| (1994) revealed the flaw of the filter approach, where
the concept of minimal subset of features of FOCUS model may have severe implications
in clinical studies. As an example of such bias the Social Security Number (SSN) was
selected as the only relevant feature for medical diagnosis by FOCUS method. This choice
of attribute poorly performed by most algorithms and was considered irrelevant by the
domain experts. Medical induction problems that were mentioned in the research of
Bratko’s group, prove that the attribute selected by the gain criterion (’age of patient’)
was judged by specialists to be less relevant than other attributes (Kononenko et al.;
1997).

2.1.2 Wrapper

Fundamentally wrappers are algorithms that automatically optimise the output from
a given set of features. It continually fits the model with various variables and the
best set is governed by classification accuracy or other performance metrics. Forward,
backward, stepwise, genetic algorithms, simulated annealing are feature selection methods
that hypothetically may be used to assemble the optimum set of variables (Saeys et al.;
2007). Wrapper as a method for feature selection was proposed by John, Kohavi and
Pfleger (John et al; |1994). In their research they advocate that selection of features
must be governed by consolidation of an algorithm and target concept. Their claim of
replacement of filter models by wrapper was based on the analysis and experiment setup
of FOCUS (Almuallim and Dietterich; |1991)) and Relief algorithms (Kira and Rendell;
1992)); (Kononenko; [1994). The evaluation of the wrapper method for feature selection
was performed on nine datasets with two greedy search heuristic methods. Employing
backward stepwise elimination and forward stepwise on training dataset with 25-fold cross
validation did not improve the algorithm performance considerably except in a few cases,
however it reduced the tree size using C4.5 algorithm. Relief algorithm assigns weight on
the relevant features but redundant features are not targeted and thus are not eliminated
from the subset. (Kira and Rendell; [1992) introduced the concept of feature relevance
with two degrees of importance weak and strong, on top of irrelevant attributes for model
performance.

2.1.3 Embedded Methods

Guyon in collaboration with Weston (Guyon et al.;|2002) established that ranking features
goes beyond building a predictor, allowing identification relevant to cancer genes. FEx-
perimental research on gene expression data for classification outperformed the baseline
method based on correlation. Innovative approach was based on Recursive Feature Elim-
ination (RFE) within Support Vector Machine (SVM) algorithm that automatically con-



structs a compact subset of predictors. Proposed method is appropriate for application
to DNA micro-arrays, as well as drug discovery. This method is now considered as em-
bedded, as it tackles feature selection and learning as a whole. SVM with Radial Basis
Function Kernel (RBFK) is fit for regression and classification tasks. Two parameters
may be adjusted towards the model improvement: sigma and cost function. The cost
(C) of the radial kernel has been stipulated to random values of five in the tuneLength
function. The complexity of the borderline between support vectors is controlled by this
parameter. Sigma is a smoothing parameter, that radial kernel also requires to regulate.
Default setting of the train function derived estimates for sigma=0.09 and ¢=0.25. Ad-
ditional sensitivity analysis around this two values has been done with expand.grid of
carets train. Tuning the model parameters with the tuneGrid function to sigma = ¢(.05,
0.01, 0.005), C=c(0.10, 0.05, 0.20, 0.25, 0.15)) produced a data-frame of values that has
been built with all the combination of the parameter settings.

The general approach for model fitting is a construction of a single model. Alternative
approach is to build a stronger model of predictors on the basis of the combination of
many models - ensemble technique. The ordinary approach to draw an average of models
for ensemble is used in Random Forest (Qi; [2012). Different boosting models are gaining
in popularity in data mining competitions for their high accuracy rate and become more
and more popular in various practical applications (Hutchinson et al.; 2011)). Schapire
(2003) has precisely recapped the core idea of boosting method. The improvement of the
model accuracy is easier to achieve by averaging all good fits than finding a single perfect
prediction lead. Furthermore consecutive, forward stepwise process gives an advantage
over related techniques (bagging, stacking and averaging). Predictive performance can
be increased with the joined powers of two algorithms: regression trees that run as
recursive binary splits and combination of numerous simple models known as boosting.
Single trees that are fitted in a stepwise forward mode result in an ensemble, known
as boosted regression trees. In general, the predictive performance of simple trees is
mediocre. However tree based methods have considerable advances in terms of handling
complex nonlinear relationships, as they are robust to outliers and missing data and do
not require data transformation - time consuming pre-processing step. Building multiple
trees overcomes the biggest drawback of a single tree and outperform many conventional
techniques. Selection of important features in boosted regression trees is based on a
relative importance of predictors and recursive feature elimination method is applied for
dropping the least important (Elith et al.f |2008)). Generalised Boosted Models (GBM)
could be considered to be a methodological framework that can efficiently acquire complex
non-linear function association. GBM, also known as ”gbm” packages are the adaptations
of Adaboost function of exponential loss (misclassification rate assured) with gradient
descent algorithm presented by Friedman in 2000 and 2010. In the literature, algorithm
is referenced under several different names. See Figure (1| for details.

Friedman (2002) Elith et al. (2008) Ridgeway (2007) gbm package

Stochastic gradient boosting Boosted regression trees Generalized boosted models Generalized boosted models
Error distribution Response type Distribution Distribution

M — iterations nt — number of trees T — number of iterations n.trees

L — tree size/number of terminal nodes tc — tree complexity/number of nodes K — interaction.depth interaction.depth

v — shrinkage Ir — learning rate A — learning rate shrinkage

f — sampling fraction Bag fraction p — subsampling/bagging rate bag.fraction

Figure 1: Stochastic Gradient Boosting (SGB) terms by the source of origins and model
parameters (Freeman et al., 2015).



Accuracy of the target feature in GBM, is achieved by the process of consecutive fits of
a new learning models. The principle idea behind this algorithm is to construct the new
base-learners to be maximally correlated with the negative gradient of the loss function,
associated with the whole ensemble (Natekin and Knoll; 2013). In implementation of
GBM users could tune several settings. (Freeman et al.; [2015) recommends the use of
Bernoulli distribution for classification tasks, as a logistic regression with binary outcome,
for optimisation of the loss function. Flexibility of the GBM is achieved with their high
level of customisation functions, like different loss functions, and the ideal set can be
achieved experimentally. By regulating the optimization speed, initiating low-variance
regression methods, and applying appreciations from hardy regression allow creation
of non-parametric regression systems that allow straightforward learning from massive
datasets (Freeman et al.; [2015). The simplicity of the model tree for interpretation is
appreciated, however boosting combines hundreds, or even thousands of trees for the final
model, making model interpretation challenging. The implementation of built-in relative
importance function in ghm packages helps to prevail over this inconvenience (Elith et al.;
2008)).

Shrinkage value is recommended to be set at a range 0.01 - 0.001, the lowest rate
generally gives an improvement in performance of the learning algorithm. Adjusting
the learning rate to a smaller value has downsides associated with computational costs
and memory utilisation. Another regularization technique is controlling for the optimal
number of iterations. This is done by estimating n.trees, which is recommended by the
(Elith et al.; 2008) to be set between 3,000 to 10,000 iterations. Increasing the number
may lead to model overfitting. Cross validation showed the best relative performance
tested on 13 real datasets methods, so choosing 5 or 10-fold is considered a good choice
with the considerateness on the run time (Ridgeway; [2012)). Complexity of the model
can be regulated with the penalty function. Bernoulli function is suitable for two class
classification task, as it is a logistic loss function.

Friedman et al.| (2010)) in their study provide a comprehensive explanation of Regular-
ization Paths for Generalized Linear Models and variation between the three approaches.
The difference between ridge, lasso and elastic net is based in a distinct way how they
treat correlated features. Adjustment of penalties setting gives the possibility to apply
the lasso (1), ridge (2) and elastic net (fusion of two models) for valuation of generalized
linear models). Collective settings of ridge regression force Regularization Paths to pull
back coefficients of correlated attributes and make use of power from each other. From a
Bayesian perspective, ridge penalty is particularly suitable in the case of predominance
of non-zero coefficients from a Gaussian distribution. Lasso uses different approach to
the same problem. It selects one correlated predictor and does not take into account the
rest. Laplace prior is a mode in which two subsets has a different ratio of zero/nonzero
coefficients, and it prefers the bigger one to have majorities close to zero. This principle
is consistent with the Lasso penalty. Elastic net constructs a convenient compromise
between ridge and lasso. In a way, elastic net acts in a similar manner to the lasso, but
corrupted instances that are derived from severe correlation are removed. The increase
of from 0 to 1, for a given prevalence of zero coefficients of the solution (the sparsity)
increases monotonically from 0 to the sparsity of the lasso solution. One of the many
real life datasets challenges is the presence of correlation between predictor attributes or
where number of observations is less then number of features (genomic studies). In this
situation elastic net penalty might be particularly useful. [Friedman et al.| (2010) suggests
that a wide selection of estimates can be made from the fitted models, 'glmnet’ showed



a good performance with many medical datasets (Tibshirani et al.; |1997)); (Ustun and
Rudin; 2016).

Package 'glmnet’ brings in linear, logistic, Poisson and Cox regression under one mod-
elling 'roof’. Gaussian and grouped regression models are recent additions to the package,
allowing it to handle multiple responses. The enormous size and sparse features are char-
acteristic of many datasets, this fact poses challenges to many algorithms, but 'glmnet’
is able to handle it efficiently. (Ruddock et al.; 2015)) suggests that evaluation of features
with non-zero coefficients gives 'glmnet’ a substantial advantage in time. That is one of
the reasons for computational advantage over similar algorithms. The optimization of the
process originates from the cyclical coordinate descent calculated alongside a regulariza-
tion path. Package glmnet implements lasso or elasticnet regularization into Generalized
Linear Model (glm) for regression and classification assignments. Cyclic coordinate des-
cent is used to turn model parameters, the regularization path is computed for the lasso
or elasticnet penalty at a grid of values for the regularization parameter lambda. An
ordinary approach for explaining convex problems is with ridge-regression penalty (alpha
= 0) and the lasso penalty (alpha = 1) or elastic net mingling parameter among 0 and
1 (Friedman et al.f 2010). The order of lambda values can be specified by the user or
there is an option that the system computes its own lambda series based on nlambda and
lambda.min.ratio. Manual specification of custom values was suggested by (Friedman
et al.; 2010) to sequentially decrease lambda i.e. (0.1, 0.01, 0.001).

Artificial Neural Network has been used in classification of human tumors in the
study of [Ball et al.| (2002). Feature selection has been used in quick identification of
biomarkers, correlating strongly to disease progression. The weights of trained Artifi-
cial Neural Network has been used as relative importance values to identify masses that
accurately predict tumor grade. Neural Networks with Feature Extraction is another
method of caret package that is designed for classification and regression types of prob-
lems (Tantithamthavorn et al.; 2016)). The process flow designed as follows: first Principal
Component Analysis (PCA) runs on a dataset and then outcome is used for modelling
by a neural network. The number of components that has to be retained to capture
the variance in the predictors is regulated by the thresh argument. At least two distinct
values must appear in each predictor in order to run the analysis, otherwise predictor
is automatically removed by the algorithm. By default the system output supports the
logistic function, this setting is brought in this research considering the data character-
istics. Number of units in the hidden layer has been set to size 10. Weight decay default
parameter is 0, has been changed to 0.1 for this study. Default parameters have been
accepted for case weights for each sample as 1 and maximum number of iterations 100.

2.2 Diabetes Prediction

A considerable amount of research has been done in diabetes prediction with the im-
plementation of different data mining algorithms. Pima Indian diabetes dataset from
University of California, Irvine (UCI) Repository of Machine Learning databases is a
popular choice for testing different induction algorithms (Bache and Lichman; 2013)). It
is a small dataset of only 8 predictors, 768 instances and the binary outcome feature.
Dataset was presented for exploration by National Institute of Diabetes and Digestive
and Kidney Diseases in 1990 with an accompanying research paper. That was an earliest
attempt to predict diabetes from the databases. Smith et al. (1988)) explained their reas-
oning behind selection of attributes. Only the female population of Pima origin, aged



21 years and older have been selected on the basis that they have a substantial risk to
contract diabetes within a five year timeframe. They estimated diagnosis according to
criteria recommended by World Health Organization. Plasma glucose concentration after
two hour carbohydrate solution intake, greater than 200 mg/dl was classified as diabetes.
ADAP, an early model of neural network, has been tested on the dataset for its predicting
ability on 8 input attributes to forecast the disease. ROC, sensitivity, specificity have
been used as measures of effectiveness, and 0.76 was reported as the crossover point for
last two parameters (Smith et al.; [1988]).

Recently, Iyer et al. (2015)) used this dataset in the study and two algorithms were
tested: Nave Bayes and decision tree algorithm (J48) with 10 fold cross validation. Au-
thors indicated that at pre-processing step some features were omitted. However the
justification for this choice is missing, and they fail to present what attributes were ex-
cluded, and what techniques were used for feature selection. Authors claimed that results
were reasonable: with pruned tree of J48 algorithm correctly classified almost 77%, Kappa
statistics 0.47. Application of Nave Bayes algorithm with the same parameters gives bet-
ter prediction accuracy: correctly classified 80% and Kappa 0.50. J48 is the realisation
of C4.5 algorithm (Quinlan; |1993)).

Another study with the same dataset with the application of wide-ranging learning
algorithms, such as SVM, K-Nearest Neighbours (KNN), Nave Bayes, ID3, C4.5, C5.0,
and CART was done by |[Farahmandian et al.| (2015)). According to authors, almost 82%
accuracy was obtained with SVM, precision 83%, recall 90%, F-measure nearly 87%.

Parashar et al.| (2014)) have tried an approach for improving model efficiency through
feature selection. Although there are only 8 features in this dataset, authors claim that
further reducing number of predictors in the dataset results in performance improvement.
Aggregation of Linear Discriminant Analysis (LDA) with Support Vector Machine gave
almost 76% accuracy, and had a better execution over Feed Forward Neural Network and
LDA with Feed forward networks in this study.

An extensive study of the early detection of type 2 diabetes using machine learning has
been published in 2015 by Razavian and group of researchers. They considered features
selection for prediction model from the insurance claims perspective. More than 42000
features were considered for model building and this data was obtained from existing
health and pharmacy records and administrative files. Authors have built a model that
does not require additional examinations on top of the existing data, but the full model
employed hundreds of features. Experimental study demonstrated that the expanded
selection of predictors and artificial intelligence tools improved accuracy. Authors claimed
the enhanced model had an AUC of 0.80 in comparison of the baseline model with AUC of
0.75, but do not provide the accuracy values. Their study confirmed that L1l-regularized
logistic regression model that used a comprehensive number of predictors showed better
results that thoroughly tuned algorithms such as Random Forests, GBM and neural
networks. Their baseline model relied on a small set of features (21) area under curve of
0.75 and enhanced model with 900 features with AUC increased to 0.80. The feasibility
and efficiency of the model has been proved by the fact that it has been deployed at
Independence Blue Cross for the commitment of intervention allocation (Razavian et al.;
2015).



2.3 Logical Concepts in medical domain

Foundation of scientific testimony often is based on correlation of attributes. In statistical
context correlation coefficient does not imply cause and effect but rather the association
between features and their direction (Kenny; 1979));(Pearl and Verma; 1995)). Observa-
tional and experimental clinical studies are traditionally used by researchers to confirm
the correlation and establish causality between attributes. Controlling for features is
feasible in experimental setups thus assumptions of cause and effect are legitimate in
properly framed trials. Splitting groups on those who receive an active treatment and
placebo groups is a common practice to assess the effectiveness of the therapy or medica-
tion (Little and Rubin; [2000)). (Caruana and Sal (2003) in their study on feature selection
comment on the bias that in disease prediction (output) it is a common practice to select
features for supervised learning from symptoms (inputs), despite the fact that disease
initiates the symptoms. Thus in classification of medical diagnosis reversing cause and
effect logic brings a doubtful usefulness for clinical research (Lucas [1995]). In medical
diagnosis the risk associated with certain disorders is well examined (Wu et al.j [2014);
(Joseph et al.; 2010), however the cause of the problem is not always clearly understood
by the professionals. Feature selection for this task may be challenging. Lack of domain
knowledge poses limitations on the scope of feature selection for the data scientist, heavily
depending on the expertise of the consultant (McQueen and Thorley; 1999).

3 Materials and methods

3.1 Methodology

Cross Industry Standard Process for Data Mining (CRISP-DM) has been chosen as a
comprehensive data mining guide for this research (Chapman et al.; 2000). CRISP-DM
presents data mining project as an iterative process that consists of six stages: 1 - business
understanding, 2 - data understanding, 3 - data preparation, 4 - modelling, 5 - evaluation
and 6 - deployment.

3.2 Development environment

Details on the hardware and software, including packages that has been in used in this
research are presented in configuration manual.

3.3 Evaluation Metrics

In clinical diagnostics sensitivity, specificity, false positive rate and false negative rate
are common measures of accuracy of a disease (Altman; 1990). ROC is useful when
comparing multiple methods. The main challenge lies outside the statistical field, it is
to decide which test is clinically beneficial. Sensitivity and specificity do not provide the
test probability of correct diagnosis, but their advantage is that they are not biased by
prevalence of abnormality. The importance of the measure differs from the objective of
the research, in epidemiological studies, screening the population for the signs of a serious
disease requires high specificity and negative predictive value. However for the diagnostic
of the disease high sensitivity and positive predictive value is more critical .



Kappa is another popular measure to report classification accuracy. However tte sci-
entific community votes against the use of this measure. Several studies including (Foodys
2009), (Pontius Jr and Millones; 2011)) and (Stehmanj; [1997) evidenced the inefficiency
of its application for remote censoring and mapping. The controversy around the use of
Kappa was discussed by Olofsson and team (Olofsson et al.; [2014]) and suggested to use
alternative measures of accuracy. Redundancy of kappa is the consequence of correlation
with overall accuracy, thus limited practicality.

Understanding and calculating kappa statistics is essential in clinical trials and evid-
ence based medicine (Sim and Wright; 2005)). A common deliberation in medical domain
is the agreement of observers (raters) to classify subjects into groups. 100% agreement
between clinicians is considered as maximum value of 1 and kappa is used as a measure.
(Altman; [1990) clarifies that using Pearsons correlation and chi2 test of association is not
an appropriate measure to judge agreement. He suggests that kappa is an appropriate
test and defined it as a chance-corrected proportional agreement. There is no absolute
definition of generally accepted level of agreement, but values behind 0.8 and 1 is con-
sidered very good, and 0.41 and 0.60 as moderate. However limitations in this type of
analysis are based on the absence of true values.

Kappa paradoxes were discovered by (Feinstein and Cicchetti; 1990) where low level
of kappa can present even with high level of concordance. Data normality does not
guarantee high kappa, in fact asymmetric imbalanced tables may have higher values.
Another limitation of kappa statistics is its sensitivity to the distribution of the marginal
sums. Since there is no agreed opinion on the use of kappa, but it used in a medical
field, presenting its value alongside other measures of accuracy is considered appropriate
for this study. ROC, sensitivity, specificity has been chosen as a measure of classification
accuracy for all models.

3.4 Domain overview

Diabetes is a serious disorder that is associated with decreased insulin production by the
pancreas or inappropriate utilisation by the body. Insulin is a hormone that regulates
glucose (blood sugar). Complexity of the disorder which has two types, Diabetes type
1, Diabetes type 2 and complicated laboratory tests are required to set them apart, is
an obstruction to an early diagnosis. It is approximated that type 2 diabetes among
adult population is prevalent and more and more children are affected by it, however the
number of undiagnosed cases is not even anticipated (Organization et al.; [2006).

World Health Organization (WHO) has published guidelines for the diagnosis and clas-
sification of diabetes. WHO issued a report definition and diagnosis of diabetes mellitus
and intermediate hyperglycaemia where venous plasma glucose should be the standard
method for measuring and reporting glucose concentrations in blood. Recommendation
on the fasting plasma glucose cut-point for Impaired Fasting Glucose (IFG) should re-
main at 6.lmmol/l and overall instructions is summarised in Figure |2 (Organization et al.;
2006)).

Diagnosing of diabetes is a complex task and has controversial reference interval on
glucose level to be considered normal. Omne important requirement for diagnostic of
diabetes is fasting prior to analysis. Standard Biochemistry Profile (SBP) of blood results
from the NHANES patients who’s fasting status is unknown, is considered as non-fast
in this study. However high level of glucose in people with undiagnosed diabetes puts
them at risk too. As a consequence of these guidelines, the scope of this research is to
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Diabetes

Fasting plasma glucose =7.0mmol/l (126mag/dl)
2-=h plasma glucose™ or
=11.1mmol/l (200mg/dl)

Impaired Glucose Tolerance (IGT)

Fasting plasma glucose =7.0mmol/l (126mg/dl)
2-h plasma glucose™* and
=7.8 and <11.1mmol/l
(140mg/di and 200mg/dl)

Impaired Fasting Glucose (IFG)

Fasting plasma glucose 6.1 to 6.9mmol/I

2-h plasma glucose™ (110mg/dl to 125mg/dl)
and (if measured)
<7.8mmol/l (140mg/dl)

*Venous plasma glucose 2-h after ingestion of 75¢ oral glucose load

* If 2=h plasma glucose is not measured, status is uncertain as diabetes
or IGT cannot be excluded

Figure 2: Guidelines for the diagnostic criteria for diabetes and intermediate hyper-
glycaemia. (World Health Organization, 2006).

investigate relationship between glucose level and other predictors, omitting the medical
deliberations.

3.5 Methods

The choice of models has been influenced by the nature of the input data: sparse con-
tinuous input features with complex non-linear relationship for two-class classification
problem require some robust algorithms. In this regard it seems reasonable to build a
model directly from the dataset, with the application of non-parametric machine learning
techniques. Two feature selection approaches have been applied in this study. Wrapper
method has been applied with fscaret package within R environment (Szlek} [2015)). it is a
special package developed on top of caret package for feature selection (abbreviated from
Feature Selection CARET. Neural networks, SVM, GBM and generalised linear models
are promising as they have built-in feature selection option within caret package (Kuhn}
2012).

4 Implementation

4.1 Dataset narrative

Target feature in this research is serum glucose level from the laboratory data file (Or-
ganization et al; [2006));(Balkau et al.; 2008). Dataset formation was dictated by the
selection of the main features of interest, as the objective of the research was to investig-
ate significant predictors for diabetes by the most advanced feature selection algorithms.
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Laboratory blood analysis were performed on the population aged 12 years and older.
The inclusion of main blood electrolytes and some other micro-elements from laboratory
data file was dictated by the generally accepted practice of clinical experimental study
design (Festing and Altman; 2002); (Nyirongo et al.; [2008)).

The overview of main food, laboratory components and proposed rationale are presen-
ted in Figure [3] Initial selection criteria of Standard Biochemistry Profile was based on
the correspondence of certain elements between blood samples and nutritional specifics
of food. The structure of the NHANES database compels the logical sequence of clinical
data used in most clinical studies under experimental settings. Similarly, the treatment
of the disease should follow a reverse path from laboratory data (extended symptoms)
to corrections of food / supplements / drugs.

Food Nutrients
Supplements == Body Chemistry ==== | Symptoms ====| Disease
Medical Drugs >
Macro Elements Electrolytes Glucose level Diabetes
Sodium (Na) Sodium (Na*) Cholesterol level Stroke
Potassium (K) Potassium (K¥) BMI index Arthritis
Calcium (Ca) Calcium (Ca*") Blood pressure
Magnesium (Mg) Magnesium (Mg**) Numbness

Chlofide (CI) Skin thickness

Micro Elements Bicarbonate (HCO3™)

TIron (Fe)
Zinc (Zn) Micro Elements
Copper (Cu) Iron (Fe)
Zine (Zn)
Vitamins Copper (Cu)
Total Fat

PH blood

Total Sugar

Figure 3: Proposed Logical Sequence for study of diseases prediction in medical domain.

4.2 Exploratory Data Analysis (EDA)

Preliminary analysis of the data has been done with the univariate analysis and included
the examination of the distribution and data normality, identification of outliers, asso-
ciation between features has been inspected visually. Most of the data is continuous,
except demographic features, race and gender which are categorical.

General demographic characteristic of the population such as age, race, and sex were
included for the purpose of general surveillance, reference point and for future work.
Age feature has been binned at source to total respondents over age of 80 in one group.
Gender features are weighted and has approximately equal number of males and females.

Laboratory data contains 9 features and includes blood serum glucose, osmolality, cal-
cium, sodium, potassium, chloride, bicarbonate, iron, phosphorus, total protein. Some
blood results have been reported in both (mg/dL) and (mmol/L), however main electro-
lytes are presented only in mmol/L. Values with the same level of measurements has been
selected for comparison - mmol/L in this study. Laboratory data has missing values in
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iron (5 cases), total protein (7 cases), and potassium (1 case). Cases with missing data
have been removed, 5497 observations were left.

Food attributes include total amount of nutrients calculated for one day, such as
sodium, potassium, magnesium, calcium, iron, phosphorus, total protein, total fats etc.
These values were calculated by joining the nutritional value of food table with the results
of NHANES survey. Food values contain total amounts for some groups, i.e. total fat
included total saturated fatty acids (gm), total monounsaturated fatty acids (gm) and
total polyunsaturated fatty acids (gm), and each group has its own values. Attributes
with the lowest levels of granularity have been selected for this research.

4.3 Data preparation

Mukaka (2012)) recommends to use Pearson’s product moment correlation coefficient in
the presence of normally distributed data. However, when distribution is not normal,
Spearman’s correlation coefficient is more robust to the presence of outliers. Experimental
results on a DNA gene reveals the effect of normalisation methods on a correlation by
reducing its strength in terms of the related t-statistics. However (Qiu et al.; |2005)
emphasize that the biological data has natural tendency towards associations, even feature
ranking is incapable to remove correlation entirely. Given these suggestions both methods
were applied, using z-transformation as a pre-processing step. Normalisation reduces the
influence of scale on the results. Correlation analysis has revealed that two features
osmolality and age have particularly strong relationships with the target feature blood
glucose, given the size of the dataset. Osmolality and level of glucose were positively
correlated r=.346, p=.000. Age and Glucose level correlated r=.269, p=.000. Spearman
non parametric test reveals that age and glucose level correlated r=.379, p=.000, and
osmolality with glucose r=.340, p=.000.

Correlation test has also been done in R Studio, to indicate what features are cor-
related more than 0.75. Analysis revealed that 24 features are strongly correlated, its
nearly one third of the features. Careful examination of correlation matrix exposed an
interesting fact, that feature food protein has a consistently high correlation with other
features. The value of protein in the NHANES database has been given as a total, and
it is a compound value of many different proteins such as arginine, cysteine, glycine,
glutamine, proline, tyrosine, etc. At least 20 different amino acids are consumed with the
food and minimal daily intake recommendations are given by World Health Organisation
as it cannot be synthesized by the body (Joint et al.; 2007). Other attributes in the data-
set have lower level of granularity, design of this survey does not provide full information
for this complex feature. The importance of this feature does not seems right to remove
it from the analysis.

Spearmans non parametric test reveals that food phosphorus is correlated with many
food features. Test of multicollinearity statistics in SPSS confirmed the results of the
finding. Two features food protein has a tolerance of .066 and VIF=15, food phosphorus
tolerance 0.58 and VIF=17. Statistical approach suggests to remove highly correlated
features from the analysis (Paul; 2006). However, the concepts of correlation and semantic
relevance are not the same. Height and weight almost always correlated to some extent in
humans, but the difference in their semantics is obvious. Semantic conflict is a challenging
notion from statistical and data mining perspective (Lu et al.; |1998).

Outcome feature Glucose has been checked for normality. Glucose level data is not
normally distributed, skewness = 5.00 and kurtosis 38. Histogram of frequencies distribu-
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tion and Normal Q-Q plot of glucose serum level are presented in Fig.4. Common types of
transformation such as, LOG10, SQRT, INVERSE, have been tested on the data, aiming
at standardising the distribution. Reciprocal transformation (INVERSE) improves data
normality, however this transformation obscures the interpretation capability. According
to WHO recommendations (2006) it was decided in this research to bin the target fea-
ture values into 2 groups, min glucose value up to 6.1 mmol/l is group 0, and above 6.1
mmol/l to maximum is group 1 (Demchuk et al.; [1999)). Most of the food data has highly
skewed distribution to the right. Automatic feature transformation has been applied to
the dataset and analysed for appropriateness of such transformation. After applying Box-
Cox transformation method for skewed features, some of the features still were skewed
to the right. The decision was made to leave features without transformation.

Glucose, serum (mmoliL) Normal Q-Q Plot of Glucose, serum (mmoliL)

2,0007 Mean = 5.53
d. Dev. = 2.011 o
N=5497 o

&30

1,500

1,000

Frequency
Expected Normal Value
o«

500+

- T T T
-10 0 10 20 30 40

T T T T
00 10.00 20.00 30.00 40.00
Observed Value
Glucose, serum (mmoliL)

Figure 4: Histogram and Normal Q-Q plot of glucose serum level.

Dataset has been checked for outliers, based on the observations of relevant boxplots
and descriptive statistics, several extreme cases have been removed as probable errors of
recording. In multidimensional space it is suggested by (Mahalanobis; 1936)) to check out-
liers with Cooks distance and Mahalanobis distance. Linear regression in SPSS provides
both statistical values. There were no values below 1 in Cooks distance. Maximum
value for Mahalanobis distance is 1832, just to prove the point that data distribution
is not normal. One case with highest distance was removed, and all other values were
below 1000. After removal of extreme cases and applying binning transformation to the
glucose feature splitting it into two groups, data was checked for normality once again.
A Shapiro-Wilks test (Shapiro and Wilk; [1965) was performed resulting in p=.000 and
a visual inspection of their histograms, normal Q-Q plots and box plots showed that
data is not normally distributed for both glucose groups. Kolmogorov-Smirnov test of
normality in SPSS validates the results (p=.000) for all predictors in the dataset. After
initial exploration in SPSS software data was exported into .csv format for modelling in
R environment.
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5 Evaluation

5.1 Experiment / Case Study 1

The idea of the fscaret package is to get the automated feature selection with the least
amount of user specification utilising default settings, its average estimates of many in-
cluded methods and balance calculations. Caret engine is used to build models for fscaret
and to extract features importance from them directly or implicitly according to gener-
alization error. Just ranking of features would be of little worth, since comparisons of
results in the raw form could not be obtained. Application of scale function allows fur-
ther models assessment. The final output produced a data-frame of feature importance
rankings. Package fscaret is equipped with 227 different packages to perform analysis for
feature selection, 129 of them are able to work on classification tasks. ”"glm”, "ghbm”,
"treebag”, "ridge”, "lasso”, "rpart”, "svimRadial” have been selected to do the feature
selection and the top 10 features are presented in Figure [5| . Full list of features with
relative influence factors is available in supplementary material. The advantages of the
wrapper are the speed and choice of the models to test before learning the model. However
wrapper does not test the accuracy of the models with chosen features.

Feature Importance fscaret

Fsugar
Fsfadl
Fsfakl
Fsfa120
Bsodium
Bpotassium
Bphosphorus
Bosmaolality
Bchloride
Age

FPredictors

0 50 100 150

Figure 5: Feature importance with fscaret top 10 features.

5.2 Experiment / Case Study 2

(Classification and regression training package caret has many build-in packages in R en-
vironment to streamline the process of model development (Kuhnj; 2008)). Caret functions
predictors and train return a list of models along with features that were used in building
the selected models. A case study on developing prediction models (Tantithamthavorn
et al.; 2016) proves the caret is an efficient automated parameter optimization technique.
Results presented in the paper claim that Area Under the Curve (AUC) performance
has been improved by 40%, caret optimised classifiers are more stable and performance
improvement of more than 80% was achieved. Recommendations on experimenting with
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the parameter settings have been implemented in this research. Each modelling tech-
nique was compared on the same set of evaluation metrics and the assessment of selected
attributes in terms of glucose level prediction of each model. All selected models provide
estimated values of relative importance of each feature. Comprehensive model assess-
ment parameters are available from confusion matrix executed for each method. Models
statistics with 95% confidence interval are presented in Figure [6] together with the plot
of 10 most influential predictors based on ROC measure.

5.3 Experiment / Case Study 3

Laboratory dataset is a subset of the master dataset and consists of 11 features in total,
9 predictors, sequence number and binary outcome (0/1). Same methods and model
settings have been applied on a subset of blood results with the same outcome feature -
glucose group. Models statistics with 95% confidence interval are presented in Figure [7]
together with the plot of relative feature importance based on ROC measure.

5.4 Experiment / Case Study 4

Pima Indian Diabetes dataset from UC-Irvine Machine Learning repository (Blake and
Merz; 1998) has been selected for comparative analysis. The dataset has n=768 cases,
with 9 numeric attributes. The target variable, diabetes onset within 5 years, has a
binary outcome (0, 1). Class 0 indicate healthy patients, and class 1 cases with diabetes.
Models statistics with 95% confidence interval and plot of influential predictors based on
ROC measure are presented in Figure [§

5.5 Discussion

Feature selection is a fundamental step in data mining projects and can be split in two
stages. Initial feature selection has to be considered on the business understanding step
and hugely depends on the objectives of the study. For the same problem, different
types of features may be obtained, i.e. predicting diabetes for insurance industry may
be more concerned with demographic data, and potentially would benefit from large
number of attributes (Razavian et al.; 2015). However for disease diagnostics biochemical
features and clinical parameters are considered an industry standard (Altman; |1990). The
common objective for selection of important attributes is improvement of the learning
algorithm, as it does not need all features for a good predictive model.

Second stage of feature selection is model dependent and often used as a dimensionality
reduction step. Smaller set of predictors were used to improve accuracy and reduce
computational costs. Caret package train function has access to many sophisticated
models with built-in feature selection methods. Nonparametric methods do not require
the exclusion of non-significant features, but they do involve the optimization of model
settings. Parameter tuning may improve accuracy, in particular sensitivity of the final
model. Running few different algorithms on the same dataset may result in differences
in selected features. A typical approach to assess performance in clinical studies is to
measure sensitivity, specificity, positive predictive value, negative predictive value and
kappa. Same accuracy measures could be used in data mining.

Comparative analysis of Pima Indian Diabetes and NHANES derived datasets were
used in this research and have been tested for accuracy. Same methods, ghm, glmnet,
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Method ‘gbm’
Accuracy: 0.86
Kappa : 0.38
Sensitivity: 0.31
Specificity: 0.98

Pos Pred Value : 0.76
Neg Pred Value : 0.87

Method 'svmRadial'
Accuracy : 0.87
Kappa : 0.50
Sensitivity : 0.49
Specificity : 0.95

Pos Pred Value : 0.70
Neg Pred Value : 0.90

Method ‘glmnet’
Accuracy : 0.87
Kappa : 0.39
Sensitivity : 0.32
Specificity : 0.98

Pos Pred Value : 0.80
Neg Pred Value : 0.87

Method 'pcaNNet'
Accuracy : 0.85
Kappa : 0.41
Sensitivity : 0.45
Specificity : 0.93

Pos Pred Value : 0.57
Neg Pred Value : 0.89

Figure 6: Feature importance with fscaret top 10 features.
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Figure 7: ROC feature importance plots and model statistics on Case study 3.
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Figure 8: ROC feature importance plots and model statistics on Case study 4.
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svm, nnet and same configuration parameters have been applied to both datasets, with
considerable improvement in accuracy, 76% against 87% for HNANES data. Such an
improvement can be attained with the different, more relevant set of features, as proposed
in this research. Improvement in accuracy is not the only advantage of the use of stronger
predictors. It allows a change of approach for disease management from reactive to
proactive. Changes in the diet may prevent of the escalation of glucose level, and in the
long run the containmnet of the disease. In comparison with the studies of (lyer et al.;
2015)), (Farahmandian et al.; 2015)), (Parashar et al.f|2014), (Razavian et al.; [2015|) where
accuracy was claimed at 77%, 82%, 76%, 80% respectively, the predictive accuracy with
the selected set of features in this study is considerably higher with almost 87% accuracy
achieved by most methods. This result was possible to achieve only with the inclusion of
the different set of features, with the access to healthcare database.

For this research all population 12-80+ years of age has been included, in order to
see overall trend and let the most advanced algorithms to select the important features
that may influence level of glucose. Despite the fact that demographic features age,
race and sex were selected initially as features if interest, only age has been selected
by fscaret, gbm and glmnet. Race and Sex do not seem to have a serious impact on
glucose level. Other two packages did not select any demographic features at all. This is
consistent with the study of (Emir et al.; 2015), where they get similar results with the
inclusion of demographic features. Transformations in the body happen with age. Altman
(1990) recommends to explore potential associations with age, in order to overcome false
discovery of age associated prevalence of abnormality.

All methods have selected the blood results as the main predictor, which is in line
with the suggested process flow mentioned in section Dataset narrative. Blood osmolality
and blood phosphorus have been selected as the most important features in predicting
glucose level with almost 87% accuracy for all methods. ’'pcaNNet’ and ’svmRadial’
revealed blood phosphorus level as another predictor. The best sensitivity (0.47) and
best Kappa (0.49) has been achieved with 'pcaNNet’. Model should include assumptions
about how data was generated (i.e. whether data is of experimental or observation nature)
and its correlation inferences are subject to the choice of statistical methods (Kenny;
1979). Business understanding, knowledge of the research design and its objectives are
important to make the results of a study credible and useful. Correlation and causality
is an important concept in medical domain where logic engineering is essential.

Exploratory Data Analysis (EDA) has identified positive correlation between glucose
and blood osmolality. glmnet, gbm and fscaret have confirmed it as a top important
feature. As part of EDA, a classification tree of laboratory subset has been presented
in the configuration manual. Osmolality, sodium, chloride in the blood serum are main
features in node splits of classification tree. In medical context, plasma osmolality is
implied to evaluate the status of hyponatremia (Morley; 2015); (Drake et al. |2015);
(Gupta et al.; [2015)).

6 Conclusion and Future Work

Medicine of the future could change its approach from reactive to proactive with the help
of advanced data analytics tools and techniques. Evidence based medicine is a prerequisite
towards scientific therapy and personalised treatment. Some government bodies foster the
exploration of electronic health records and repositories for data mining, as the burden
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of chronic diseases has a serious negative impact on states finances (Organization et al.;
2016)). Data mining allows the shift of diagnostics focus from the secondary symptoms
(BMI, skin thickness, etc.) to primary symptoms (blood composition). Consequently, it
provides medical professionals with information to intervene at earlier, nutrient intake
stage with micro-element granularity. Benefits of proactive healthcare for the public are
painless interventions in the diet along with substantial reduction of reliance on drugs.
Overall proactive healthcare may result in economy growth and population prosperity.

Tuning machine learning algorithms and creation of model ensembles often brings
cutting edge improvements in prediction of a pre-built datasets, i.e. Kaggle competitions.
However identifying the right mix of strong relevant features when building a dataset
could make a greater impact on the prediction accuracy. This research proposes an
innovative way to predict average level of serum glucose based on features selected in Case
study 3 (Fig 7). These features predict patients pre-disposition of diabetes irrespective of
its current serum glucose results, since one of the limitations of glucose blood tests is high
temporal variation of serum glucose levels, relative to other blood parameters (Moskovitch
and Shahar; 2009). Blood osmolality, blood sodium and blood phosphorus have been
identified as important features in predicting the level of glucose in this research, while
race and sex features proved to be relatively redundant. Results of Case study 3 prove
that 9 features from laboratory data, such as blood macro and microelements, were able
to predict glucose level with 87% accuracy (Fig 7). Two important blood serum measures
are missing in the NHANES survey data, magnesium and blood PH (Wang et al.; 2013).
Inclusion of these 2 elements in the future analysis may further improve accuracy of the
model, since magnesium is one of the four blood macro-elements (Na, K, Ca and Mg).
Final conclusions on the results of this research are set aside for further analyses, clinical
trials and to the judgement of medical professionals.

Based on this research, several aspects require further investigation. Data aggrega-
tion over several years may result in accuracy improvement, with special emphasis on
sensitivity of the final model. Furthermore, based on the nutritional intake data col-
lected, identification of food that contributes towards elevated glucose levels is needed.
NHANES database provides data for nutrition supplements taken. Combination of sup-
plements and food datasets may explain reasons for high osmolality levels. Limitation of
the study is that survey design has an observational nature.
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